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Preface

This document contains installation and configuration information about HSM for OpenVMS
V4.3. Use this document to install, and configure your HSM environment.

Intended Audience

The audience for this document are persons who install HSM software. The users of this docu-
ment should have some knowledge of the following:

e OpenVMS system management

e DCL commands and utilities

Document Structure

This document is organized in the following manner and includes the following information:

Chapter 1 Provides and introduction to the HSM environment and how it compliments your
storage environment.

Chapter 2 Describes the MDM S installation and configuration tasks.

Chapter 3 Describes the HSM software and hardware requirements.

Chapter 4 Describes the HSM install ation tasks.

Chapter 5 Describes the HSM configuration tasks in preparation for use.

Chapter 6 Describes configuring the HSM environment for remote access through DFS, NFS,
or PATHWORKS.

Appendix A Shows a sample HSM Basic mode installation.

Appendix B Shows a sample HSM Plus mode install ation.

Appendix C Provides alist of the HSM Logicals used.

Appendix D Provides alist of the HSM File names.

Appendix E Provides alist of the MDMS Logicals used.

Appendix F Provides alist of the MDMS File names.

Appendix G Sample Configuration of MDMS.

Vii
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Conventions

The following conventions are used in this document.

Convention

Description

{}

[]

boldface

italic

Starting
test. ..

Ctrl/x

PF1 x

OpenVMS Alpha

OpenVMS VAX

In format command descriptions, braces indicate required elements.
You must include one of the elements.

Brackets show optional elementsin acommand syntax. You can omit these ele-
mentsif you wish to use the default response.

Horizontal dlipsis points indicate the omission of information from a
sentence or paragraph that is not important to the topic being discussed

Verticd ellipsispointsindicate the omission of information from an example or
command format. Theinformation has been omitted becauseit is not important
to the topic being discussed.

Boldface type in text indicates the first type instance of terms defined in the
Glossary or intext.

Italic type emphasizes important information, type indicates variables, indi-
cates complete titles of manuals, and indicates parameters for system informa-
tion.

This type font denotes system response, user input, and examples.

Hold down the key labeled Ctrl (Control) and the specified key simultaneously
(such as Ctrl /2).

The key sequence PF1 x indicates that you press and rel ease the PF1 key, and
then you press and release another key (indicated here by x).

A lowercase italic n indicates the generic use of a number. For example, 19nn
indicates a four-digit number in which the last two digits are unknown.

A lowercase italic x indicates the generic use of aletter. For example, xxx indi-
cates any combination of three alphabetic characters.

Thisterm refersto the OpenVMS Alphaoperating  system.

Thisterm refersto the OpenVMS VAX operating system.

Determining and Reporting Problems

If you encounter a problem while using HSM, report it to HP through your usual support chan-

nels.

Review the Software Product Description (SPD) and Warranty Addendum for an explanation of
warranty. If you encounter a problem during the warranty period, report the problem asindicated
previously or follow alternate instructions provided by HP for reporting SPD nonconformance

problems.
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Welcome to HSM

The information presented in this chapter is intended to give you an overal picture of atypical
storage environment, and to explain how HSM complements that environment.

1.1 What Do All Storage Environments Have in Common?

All storage environments that plan to implement HSM have the following common hardware
and software:

OpenVMS VAX, Alphaor 164 systems

OpenVMS software Version 7.3 for VAX, Version 7.3-2 & 8.2 for Alphaand Version 8.2 for
164 systems

Disk devicesfor online storage/transactions

DECnet Phase IV or DECnet-Plus (Phase V)

Tape drives

Removable mediathat is compatible with the tape drives for storing shelved data

1.2 What Makes a Storage Environment Unique?

All storage environments have some or al of the following characteristics that make them
unique:

Mixed architecture (a combination of VAX and Alpha systems)
Heterogeneous client systems (OpenVMS, Windows, UNIX)

Types of tape drives (TLZ06, TZ877, and so forth)

Types of robotic devices (stackers/loaders/libraries)

Types of tape drive connections (direct-connect SCSI or controller-connected)
L ocation of tape drives (remote or local)

Number of disks

Number of tape drives

Optical Devices

1.3 How Does HSM Complement Your Storage Environment?

On most storage systems, 80% of the /O requests access only 20% of the stored data.

The remaining 80% of the data occupies expensive media (magnetic disks), but is used infre-
guently. HSM solves this problem by automatically and transparently moving data between
magnetic disk and low-cost shelf-storage (tapes or optical disks) according to file usage patterns
and policiesthat you specify. HSM is most suitable for large data-intensive storage operations

Welcome to HSM 1-1
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1.4 What is the Purpose of a Managed Media & Device Environment?

where the backup times become excessive. By moving infrequently used data to off-line storage,
HSM can greatly reduce the amount of backup time required. The benefits of using HSM are:

» Limitson-line capacity to frequently used files, thus speeding accessto current data.
»  Providesfaster backups with less on-line data needing regular backup.
»  The backup-via-shelving capability reduces backup requirements up to 90%.

»  Storage administrators no longer need to manage disk capacity on adaily basis, since HSM
monitors this for them.

»  Production applications won't fail due to "disk full" or "disk quota exceeded" exceptions
because HSM prevents disks from filling up.

» Allowsyou to customize your storage hierarchy according to your requirements.

»  Thetape re-packing feature recovers shelf space on tapes used for deleted files or obsolete
data.

»  Theflexible management system lets you move files between disk volumes or systems
without any unshelving.

»  Themulti-file savesets feature provides full use of tape capacity and greatly increased
shelving performance.

*  The multiple catalogs feature allows much larger HSM systems by not limiting the number
of shelved files.

1.4 What is the Purpose of a Managed Media & Device Environ-

ment?

HSM software is dependent on the Media, Device and M anagement Services (MDMYS) software
to access storage devices. The purpose of a managed media and device environment is to main-
tain alogical view of the physical elements of your storage environment to serve your nearline
and offline data storage needs. A managed media and device environment defines the media and:

* thedrivesthat can use the media

» thelocations where mediais stored,

» thelocations of the drives that are compatible with the media,
* andthe policy that governsthe use of media.

The following list summarizes the characteristics of the managed media and device environ-
ment:

* Media- are defined mediatypesin MDMS.
Mediatype definitions are stored in the MDM S volume configuration database.
All managed mediaare known in terms of type, location, capability, availability, and autho-
rization (permitted users of these media). Before you can use mediain your managed stor-
age environment, you must add the mediato the MDM S volume configuration database,
and initialize the media for use. Once thisis done, the media start to be known as
"volumes." HSM recognizes these mediatype definitions, and depending upon which media
type your storage class uses, performs the shelving operation using the appropriate media
type and tape drives.

»  Tapedrive definitions also are stored in MDMS.
Tape drives are used to serve the volumes known to MDMS. The MDM S software main-
tains alogical link between the volumes and the compatible tape drives, both in terms of
physica and logical boundaries. Volumes and tape drives can be managed logically from
locations miles away from where they are physically located. HSM depends upon MDMS to
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1.5 Differences - HSM Basic & Plus Mode

select the appropriate tape drives determined by the media type. HSM storage classes asso-
ciate these logical connections.

MDMS enables you to set the default criteriafor moving and recycling volumes.
These criteriainclude rotation between onsite and offsite locations for safekeeping of the
volumes, and the schedul e that moves the volume through its lifecycle (retention, use, and
reuse). HSM enables you to set the retention criteriafor data saved on volumes, while
MDMS enables you to define when to move or recycle volumes.

1.5 Differences - HSM Basic & Plus Mode

HSM software operates in one of two modes:

HSM Basic mode
Provides shelving, preshelving, and unshelving functionality using simple devices, Digital
Linear Tape (DLT) magazine loaders, and 4mm DAT loaders.

HSM Plus mode

Provides shelving, preshelving, and unshelving functionality using the full suite of devices
supported through Media, Device and Management Services for OpenVMS (MDMS),
including robotically-controlled devices like TL820s and StorageTek™ silos.

Except for the media, device and management configuration and support, both modes operate
identically.

Note

If you don’t already have SL Sinstalled on your system, then you must install MDM S
before you can use the HSM Plus M ode functionality. Don’t install MDM Sif SLSis
already present.

SLSisnot available on OpenVM S 164 Version 8.2.

1.5.1 HSM Basic Mode Functions

HSM Basic mode provides the following functionality and features:

Complete HSM functionality for small to medium customer environments that can use
smaller capacity tape loaders (for example, DLT loaders), standal one tape devices, and mag-
neto-optical devices

A simple, integrated user interface provided completely by HSM

Limited media management that is not integrated with other storage management products
Support of up to 36 archive classes for data reliability

An HSM naming convention for tape volume labels

Local tape device support within the VM Scluster™ environment: the shelf server nodes
must have visibility to all tape devices (this can include TM SCP-served devices)

1.5.2 HSM Plus Mode Functions

HSM Plus mode provides the following functionality and features:

Complete HSM functionality for medium to large customer environmentsthat use large tape
jukeboxes and for locations that already have the MDM S or SL S software installed

Support for large capacity nearline devices that support multiple terabytes of data, such as
the TL820 and StorageTek™ silos

Common media management with other OpenV M S storage management products through
the MDMS software
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1.5 Differences - HSM Basic & Plus Mode

»  Device and media management support provided through the MDM S command line and
menu interfaces; this requires a more complex configuration process than for HSM Basic
mode

e Support of up to 9999 archive classes for datareliability

* No fixed naming conventions for HSM tape volumes; the Storage Administrator controls
volume names through MDM S

»  Tapedevice support within the cluster: the shelf server nodes do not require direct visibility
to al tape devices within the cluster

»  Support for remote tape devices, those that are not directly connected within the cluster,
through the Remote Device Facility™ (RDF) portion of MDMS

Note
RDF is not supported on OpenVM S Alpha V8.2 and OpenVM S 164 V8.2.

1.5.3 HSM Mode Comparison Table
Table 1-1 identifies the functionality HSM for OpenVM S provides and which mode providesit.

Table 1-1 HSM Basic and Plus Functionality

Function Basic Plus

OpenVMS supported hardware platforms VAX 7.3, Alpha VAX 7.3, Alpha
7.3-2& 82and 7.3-2& 82and 64
164 8.2 8.2

Common media and device management with other HP No Yes, through

storage products MDMS

Support for Digital Linear Tape (DLT) magazine loaders Yes Yes

as robotically-controlled devices

Support for TL81x, TL82x No Yes

Maximum number of archive classes 36 9999

Requires specific HSM volume names Yes No

Provides support for remote devices No Yes

Usesasingle, integrated interface for configuration and Yes No

use

All other functions, including HSM policies and cache, are provided in both modes.

1.5.4 Choosing HSM Modes

One of the pivotal decisions you must make before starting HSM is which mode you wish to run
in - Plus or Basic.

Select Plus mode if:

* You wish to have consolidated media management with other Storage Management prod-
ucts(e.g SLS, ABS..)

* You are planning to use large multi-drive tape jukeboxes such as the TL81x, TL82x or Stor-
ageTek Silo
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* You are planning to use any kind of remote (RDF - accessed) tape drive

* You wish to choose your tape volume labels, or use bar-coded volume labels

Note
RDF is not supported on OpenVM S Alpha V8.2 and OpenVM S 164 V8.2.
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1.6 HSM License Types

Select Basic modeif:

* You do not want consolidated media management, or are using an alternative media man-
ager

* You are not using large multi-drive tape jukeboxes (for example, you can use single-drive
TZ8xx loadersin either mode)

* You arenot planning to use tapes at all (for example, you might be using optical jukeboxes)
* You should select the mode before continuing with any further HSM configuration.

1.5.5 HSM Mode Change Restrictions

You choose an HSM mode to operate when you install the HSM for OpenVMS software. How-
ever, you can change modes after you make theinitial decision. The following restrictions apply
to changing modes after installation:

* You can aways change from Basic mode to Plus mode.

* You can change from Plus mode to Basic mode only if you have not written any shelved file
information to a catalog in Plus mode. Once you write information to a catalog in Plus
mode, you cannot change back to Basic mode.

»  For achange in operating mode to have effect, you must restart HSM.
1.6 HSM License Types

HSM offersthree kinds of license types:
* HSM Baselicenses

»  HSM Capacity licenses

*  HSM Concurrent Use licenses

1.6.1 HSM Base Licenses

A base HSM licenseis required to use HSM. This base license provides 20 GB of capacity.
Additional capacity licenses are available asis an unlimited capacity license. The capacity is cal-
culated according to the online storage space freed up when files are shelved. The total capacity
is checked against the allowable capacity when a shelving operation occurs. If you exceed your
capacity license, users will be able to unshelve data, but will not be able to shelve data until the
license capacity is extended.

When you shelve afile, the amount of space freed up by the file'struncation is subtracted from
the total capacity available. When you unshelve or delete the file, its allocated space is added to
the capacity available. Periodically, HSM scansthe volumesin the VM Scluster™ system and
compares the amount of storage space for the shelved files to the remaining capacity. The SMU
SHOW FACILITY command displays the license capacity remaining for the HSM facility
(VMScluster™ system).
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1.7 HSM Concurrent Use Licenses

Base licenses are available for all-VAX clusters, all-Alpha clusters, and mixed architecture clus-
ters. These base licenses are shown in Table 1-2.

Table 1-2 HSM Base Licenses

Base Licenses:

VAX only Cluster QL-ONXA9-AA
Alphaonly Cluster QL-3J1A9-AA
Mixed Cluster QP-03PAA-01

1.6.2 HSM Capacity Licenses

HSM uses an online capacity licensing strategy. Because HSM increases online capacity for
active data at low cost, the license strategy attempts to capitalize on thislower cost per mega-
byte. HSM reduces the cost of system management by providing this functionality with a
reduced amount of operator intervention.

You may increase your HSM storage capacity by purchasing additional capacity licenses. HP
makes it easy for you by combining a base license in the same capacity license package so only
one part number is needed. These licenses expand your shelving capacity by 140 GB, 280 GB,
500 GB, or 1000 GB increments of storage. Table 1-3 lists these licenses.

Table 1-3 HSM Additional Capacity Licenses

HSM Capacity Licenses:

140 GB Capacity License* QP-03TAA-01

280 GB Capecity License* QP-03TAA-02

500 GB Capecity License* QP-03TAA-04

1000 GB Capacity License* QP-03TAA-03
Note

The* in the above table means that these additional capacity licensesalso includethe
base license for VAX clusters, Alpha clusters, and mixed-architecture clusters.

1.7 HSM Concurrent Use Licenses

In addition to the HSM Capacity licenses, HP also has available some HSM Concurrent Use
Licenses. These concurrent use licenses are different from the above capacity licensesin that
they don’t include a base license in the same package. Obtaining a concurrent use license and a
base license requires two part numbers.
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1.8 Installation Changes when SLS is present

Table 1-4 lists these licenses.

Table 1-4 HSM Concurrent Use Licenses

Concurrent Use Licenses:

20 GB Concurrent Use License QL-2AWAA-3B
500 GB Concurrent Use License QL-2AWAA-3G
Unlimited Concurrent Use License QL-2AWAA-3H

1.8 Installation Changes when SLS is present

When the Storage Library System (SLS) product is already present on the system where you are
installing HSM, you must NOT install MDMS. The HSM Product will usethe MDMS software
already running under SLS. If you reinstall MDMS again, it will override the MDMS software
running under SL S and cause SL S to lose some functionality. See the Caution note that follows.

Caution

If you currently usethe Storage Library System for OpenVM S (SLS), do not install
MDMS. MDM S does not contain the backup and restore functionality of SLS. If you
install MDM Sover SL S backup and restore functionality, you must reinstall your ver-
sion of SLS. SLSincludesthe MDM Sfunctionality.

SLSisnot supported on 164 architecture. Hence HSM needs MDM S on 164.

1.9 HSM Upgrade Considerations

Note

If you areinstalling HSM V4.3 on an Alpharunning OpenVMS 8.2 you will beinstall-
ing the latest HSDRIVER.

If you are upgrading from earlier versions of HSM (on Alpha/VAX systemsrunning
Open VM Sversions below 8.2), please notethat the HSDRIVER provided in thiskit,
isthelatest image. Please refer tablein Section 1.15 for reboot requirement.

Do not run HSM V4.3 with the HSM V1.x driver installed. Doing so may crash your
system.

The additional tasks you must perform are described below:

1
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All HSM V2.x versions contain an HSDRIV ER with a different interface than the HSM
V1.x versions. HSM V2.x version will not work with the V1.x version of HSDRIVER
installed. So, if you are upgrading froman HSM V1.x versionto an HSM V2.x version, you
must reboot your system after the HSM installation or the system will crash. If you are oper-
ating in aVMScluster™, all nodes in the cluster using HSM must be rebooted to use the
new HSDRIVER.

If you are upgrading from alower HSM V2.x version to HSM V4.3, you have to reboot
your system right after HSM installation.

The format of the HSM catalog and the SMU databases found in HSM$MANAGER have
changed for HSM Version 3.0 from V1.x. Asaresult, theinstallation procedure may convert
the existing catalog and multifile save sets to the new format and you cannot downgrade to
earlier versions.
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1.10 Backing Up the HSM Catalog

In case something should happen during conversion, HP strongly recommends you back up
the existing catalog and SMU databases before you install HSM Version V4.3 software. The
catalog is located at: HSM$CATALOG:HSM$CATALOG.SY S and the SMU databases at:
HSM$MANAGER:*.SMU.

You must shut down HSM before you perform the installation. If you do not, theinstallation
will fail. To shut down HSM, use the following command:

$ SMJ SHUTDOWN NOW

1.10Backing Up the HSM Catalog

Becausethe HSM catalog issuch acritical filefor HSM, itisvery important that it gets backed
up on aregular basis. The contents of shelved files are retrievable only  through the catalog.
You should therefore plan for the catalog to bein alocation where it will get backed up  fre-
quently.

1.11Backing up Your System Disk

At the beginning of the installation, VM SINSTAL prompts you about the backup of your system
disk. HP recommends that you back up your system disk before installing any software.

Use the backup procedures that are established at your site. For details about performing a sys-
tem disk backup, see the section on the Backup utility (BACKUP) in the OpenVMS System
Management Utilities Reference Manual: A-L.

1.12VMScluster™ System Considerations
If you installed HSM on aVM Scluster™ system, there are four things you may need to do:

Reinstall DCLTABLES on all nodes in the VM Scluster™ system.

Make sure that SY SSSTARTUP.:HSM$LOGICAL S.COM isthe same across all nodesin
the VM Scluster™ system and that all nodes can access any devices referenced in the logi-
cals.

Because HSM creates new DCL command verbs, all system users need to log out and log in
again to see those verbs.

To ensure al logicals are correctly defined and that HSM functionality isfully available on
all devicesin the VM Scluster™ system, you may want to reboot all nodes in the VM Sclus-
ter™ system.

1.13Mixed Architecture Environments

Before You Install your Storage Management Software

Note

If you are planning to install HSM Plus softwarein a mixed architecture OpenVM S
Cluster, you should under stand the configur ation issues explained in this section.

If you do not consider these configuration issues, you could spend consider abletime
deleting and editing files, and reinstalling the software.

This section addresses the characteristics of a mixed architecture environment and describes
some fundamental approaches to installing and configuring your softwareto runin it.
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1.13 Mixed Architecture Environments

The following list identifies the topics and their purposes:

1.13.1 Mixed Architecture Environments defines the mixed architecture environment and dis-
cusses ways in which they can come about, change, then disappear. Each of these occurrences
requires some consideration about how to configure your software.

1.13.2 Principles Guiding Mixed Architecture Configuration liststhe guiding principles that
require you to make special considerations for mixed architecture implementation, and what
these principles mean to you.

1.13.3 Configuring Applicationsin a Mixed Architecture OpenVM S Cluster describesthree
possible approaches to implementing a mixed architecture environment.

1.13.4 Implementation Specific Approach explains why the documentation includes proce-
duresfor a specific approach. If you cannot use the documented procedures, you should decide
on an approach before you begin installation.

1.13.1 Mixed Architecture Environments

A mixed architecture OpenVMS Cluster includes at |east one VAX system and at least one
Alpha system.

Creating a Mixed Architecture Configuration:

If you add an Alpha system to a homogenous VAX OpenVMS Cluster, or if you are currently
running a homogenous Alpha OpenVMS Cluster and inherit a VAX system, you will have a
mixed architecture environment.

Before you integrate the Alpha or VAX node into the system, you should decide an approach to
take for handling mixed architecture issues.

Operating a Mixed Architecture Configuration:

If you are currently operating a mixed architecture environment, and you want to add a VAX
system or an Alpha system you must integrate it into your current configuration consistently
with your other applications.

You should understand the particular requirements of any new application you introduce into a
mixed architecture OpenV MS Cluster.

Dissolving a Mixed Architecture Configuration:

If you removethelast VAX or Alpha system, leaving a homogenous OpenVMS Cluster, you
should remove any aspects of configuration that accounted for the heterogeneous nature of the
mixed architecture system. Thisincludes (but is not limited to) removing startup files, duplicate
directory structures, and logical tables.

1.13.2 Principles Guiding Mixed Architecture Configuration

Hardware L imitations:

VAX systems cannot execute image files compiled on an Alpha system, and Alpha systems can-
not execute image files compiled on a VAX system. Other types of files cannot be shared,
including object code files (.OBJ), and user interface description files ((UID). You must place
files that cannot be shared in different locations. VAX files accessible only to VAX OpenVMS
Cluster nodes, and Alphafiles accessible only to Alpha OpenVMS Cluster nodes.

Wheat it Means

Datafiles, in most cases, must be shared between OpenV M S Cluster nodes. You should place all
shared files in directories accessible by both VAX and Alpha OpenVMS Cluster nodes.

Welcome to HSM 1-10



Welcome to HSM
1.13 Mixed Architecture Environments

Logical names, that reference files which cannot be shared, or the directoriesin which they
reside, must be defined differently on VAX and Alpha systems.

Filesthat assign logica name values must therefore be architecture specific. Such files may
either reside on node-specific disks or shared only among OpenVMS Cluster nodes of the same
hardware architecture.

1.13.3 Configuring Applications in a Mixed Architecture OpenVMS Cluster

This section describes three approaches to configuring applications to run in a mixed architec-
ture OpenVMS Cluster. The one you choose depends on your existing configuration, and the
needs of the particular application you are installing. These approaches are given as examples
only. You should decide which you want to implement based on your own situation and style of
system management.

All of these approaches have two aspects in common:

*  All shared filesreside in one location

» All filesthat cannot be shared reside in separate locations
1.13.3.1 Separate Disk Configuration

These characteristics describe the separate disk configuration:

*  Product directories are installed on two separate disks.

»  One of the product directories is a complete installation containing all data (and other
shared) files, and all executable (and other nonshared) files for either VAX or Alpha sys-
tems.

»  Theother of the product directoriesis apartial product installation, with only those directo-
riesthat contain either Alpha or VAX system executables and other nonshared files.

»  The systems using the disk with the complete installation uses logicals that normally refer-
ence the product executables and shared files.

*  The systems using the disk with only the nonshared files use normal product logical defini-
tionsto point to shared files and directories. System logicalsthat point to nonshared files are
assigned to the specific device, directory and/or file names.

1.13.3.2 Separate Root Configuration
These characteristics describe the separate root configuration:
e Product directories are installed on the same disk, but at different root locations.

*  Oneof the product directoriesis acomplete installation containing all data (and other shared
files), and all executable (and other nonshared) files for either VAX or Alpha systems.

e Theother of the product directoriesis a partial product installation, with only those subdi-
rectories that contain either Alpha or VAX system executables and other nonshared files.

*  The systems using the directory with the complete installation uses logicals that normally
reference the product executables and shared files.

»  The systems using the directory with only the nonshared files use normal product logical
definitions to point to shared files and directories. System logical s that point to nonshared
files are assigned to the specific device, directory and/or file names.
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1.13.3.3 Separate Subdirectory Configuration
These characteristics describe the separate directory configuration:

*  Product directories are installed on the same disk, and under the same root.

*  Any directory which would normally contain the nonshared files (under a single architec-
ture installation) has two subdirectories. one for VAX system nonshared files, and one for
Alpha system nonshared files.

» Logicalsthat reference nonshared files are assigned search list values that point to the direc-
tories which holds shared files, and to the architecture specific subdirectories holding non-
shared files.

1.13.4 Implementation Specific Approach

This document includes specific procedures for arecommended approach based on current prod-
uct configuration and the behavior of the installation process with respect to its use of logical
definitions during upgrades.

If the recommended approach is inconsistent with the way you currently manage your system,
you should decide on a different approach before you begin your installation procedures.

1.140verview of the HSM Installation

The following table provides an overview of the steps involved in the full HSM installation and
configuration process. To make sure you go through the installation process properly, you could
use the * Check-Off’ column in Table 1-5 HSM Installation and Configuration.

Table 1-5 HSM Installation and Configuration

Step Task Reference Check-off
1. Check for HSM - Required Software, Space and Priv-  “Required Soft-
ileges ware” on page 2

2. Reguired for HSM Basic Mode 3.3.1 Required for
HSM Basic Mode

3. Reguired for HSM Plus Mode 3.3.2 Required for
HSM Plus Mode

4. Reguired for HSM Repack Function 3.3.3 Required for
HSM Repack
Function

5. Reguired Hardware Disk Space 3.2 Required
Hardware Disk
Space

6. Required System Privileges 3.4 Required Sys-
tem Privileges

7. Reguired System Parameters 3.5 Required Sys-
tem Parameters

8. Required for VMSINSTAL 3.6 Required for
VMSINSTAL

9. Installing DECthreads Images 3.7 Installing
DECthreads
Images
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1.14 Overview of the HSM Installation

Table 1-5 HSM Installation and Configuration

Step

Task

Reference Check-off

10.

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

Registering your HSM License

Installing the HSM Software

Editing the System Startup and Shutdown Files

Creating an HSM Catalog

Installation Verification Procedure

Getting Started with HSM

MDMS Pre-installation Tasks

Installing the MDMS Software

MDMS Post-installation Tasks

Graphical User Interface(GUI) Installation

Running the GUI

Hardware and Software Reguirements

M eet Patch Requirements

Install CMA Shareable Images

Shutdown Previous Version of MDMS

Shutdown Previous Version of MDMS

Register the MDMS License

Verify the Node isin the MDM S Database

3.8 Regigtering
Your HSM
License

4.2 Installing the
HSM Software

4.3 Editing the
System Startup
and Shutdown

Files

4.4 Creating an
HSM Catalog

4.5 Installation
Verification Proce-
dure

Chapter 5

2.1 MDMS Pre-
installation Tasks

2.2 Installing the
MDMS Software

2.3 MDM S Post-
installation Tasks

2.4 Graphical User
Interface(GUI)
Installation

2.5 Running the
GUI

2.1.1 Hardware
and Software
Requirements

2.1.2 Meet Patch
Requirements

2.1.3Install CMA
Shareable Images

2.1.4 Shutdown
Previous Version
of MDMS

2.1.5 Register the
MDMS License

2.1.5 Regigter the
MDMS License

2.1.6 Verify the
Nodeisinthe
MDMS Database
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1.14 Overview of the HSM Installation

Table 1-5 HSM Installation and Configuration

Step

Task

Reference

Check-off

28.

29.

30.

31

32.

33.

34.

35.

36.

37.

38.

Consider RDF Configuration

Create a Node Object

Provide Automatic Start Up and Shut Down

Configure MDMS

Configure Remote Tape Drives

Grant MDM S Rights to Users

Installing the DCL tables on Nodes

Installation on OpenVMS AlphaVV7.3-2 & 8.2and

OpenVMS 164 V8.2

Installation on Intel Windows 95/98/2000/X P

Running the GUI on OpenVMS Alpha

Running the GUI on Intel Windows 95/98/2000/XP

2.1.7 Consider
RDF Configura-
tion

2.3.1 Createa
Node Object

2.3.2 Provide
Automatic Start
Up and Shut Down

2.3.3 Configure
MDMS

2.3.4 Configure
Remote Tape
Drives

2.3.5 Grant
MDMS Rights to
Users

2.3.6 Installing the
DCL tableson
Nodes

2.4.1 Installation
on OpenVMS
AlphaV7.3-2&
V8.2 and Open-
VMS164V8.2

2.5.2 Running the
GUI on Intel Win-
dows
95/98/2000/X P

2.5.1 Running the
GUI on Open-
VMS Alpha

2.5.2 Running the
GUI on Intel Win-
dows
95/98/2000/X P
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Welcome to HSM

1.15 Reboot Requirement

You need to reinstall HSM after you upgrade your OpenVMS Version.

Old Version New Version Reboot Requirement
22-1 3.0 No
22-1 3.0A and any higher Yes
version of HSM
3.0 3.0A Yes
3.0 31 Yes
3.0 4.0 Yes
3.0 4.0A Yes
3.0 T4.1 Yes
3.0A 31 No
3.0A 4.0 Yes
3.0A 4.0A Yes
3.0A T4.1 Yes
31 3.1A Yes
31 4.0 Yes
31 4.0A Yes
31 T4.1 Yes
3.1A 4.0 Yes
3.1A 4.0A Yes
3.1A T4.1 Yes
32 40 No
32 4.0A Yes
32 T4.1 Yes
3.2A 4.0 No
3.2A 4.0A Yes
3.2A T4.1 Yes
4.0 4.0A Yes
40 T4.1 Yes
4.0A T4.1 Yes
T4.1 T4.2 Yes
V4.1 T4.2 No
V4.2 V4.3 No
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Installing MDMS Software

This chapter explains how to install the Media, Device and Management Services (MDMS)
Version V4.3 software. The sections in this chapter cover the three proceduresinvolved in
installing the software, namely:

*  pre-installation tasks

* ingtalation

e post-installation tasks

If thisistheinitial installation of MDMS you should install MDMS on anode that is going to be
one of your MDM S database server nodes.

Note

You may want to read the M DM S configuration chaptersin the Guideto Operationsto
make better decisionswhen installing MDMS.

Thisversion of MDMS installs the system executable files into system specific directories.
Because of this, there is no special consideration for mixed architecture OpenVMS cluster
system installations. At a minimum, you will install MDM S twice in amixed architecture
OpenVMS Cluster system, once on an OpenVMS Alpha node and once on an OpenVMS VAX
node.

If you areinstalling MDM S with the ABS-OMT license, the following features of MDMS are
not available:

»  Support of remote devices through the Remote Device Facility (RDF)
»  Support of DCSC-controlled StorageTek [ silos

2.1 MDMS Pre-installation Tasks

The following table lists out exactly which section describes the particular pre-installation task,
to help you ensure that the installation takes place correctly

Installing MDMS Software 2—1
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2.1 MDMS Pre-installation Tasks

Table 2—1 MDMS Pre-installation Tasks

Action Section

Meet hardware and software requirements Section 2.1.1 Hardware and Software Requirements

Meet prerequisite patches requirements Section 2.1.2 Meet Patch Requirements

Install CMA shareable images Section 2.1.3 Install CMA Shareable Images

Shutdown previous version of MDMS Section 2.1.4 Shutdown Previous Version of MDMS

Register the MDMS License Section 2.1.5 Register the MDM S License

Verify the Nodeisin the MDMS Database Section 2.1.6 Verify the Node isin the MDMS Data-
base

Consider RDF Configuration Section 2.1.7 Consider RDF Configuration

2.1.1 Hardware and Software Requirements

MDMS's free disk space requirements differ during installation (peak utilization) and after
installation (net utilization). As a pre-installation step please make sure that the required spaceis
available during and post-installation respectively. Table 2-2 shows the different space
requirements.

Table 2-2 Disk Space Requirements

If you are Installing the Kit You will need

MDMS Complete Kit 102,000 (Alpha), 44,000 (VAX) peak blocks
during installation

90,000 (Alpha), 33,000 (VAX) net blocks after
installation (permanent)

Minimal Kit 11,000 (Alpha), 5,000 (VAX) peak blocks
during installation

3,000 net blocks after installation (permanent)
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The installation variants require disk space as follows:

Table 2-3 Installation Variants

Installing MDMS Software

2.1 MDMS Pre-installation Tasks

Variant Apna  Apha  vAX VA
MDMS Basic Kit (Minimal) 11,000 3,000 5,000 3,000
Remote Device Facility 11,000 7,000 11,000 2,000
OpenVMS GUI (Alphaonly) 12,000 12,000 N/A N/A
Intel NT/95/98 GUI 12,000 12,000 12,000 12,000
AlphaNT GUI 16,000 16,000 16,000 16,000
OpenVMS JavaKit (Alphaonly) 40,000 40,000 N/A N/A
Complete kit with all options selected 102,000 90,000 44,000 33,000

Thefilesfor MDMS are placed in two locations:

» systemdisk: for executables
*+  MDMS$ROOT: for

Command procedures

Log files

Database files

GUI filesfor all three platforms

Note

If disk spaceisan issug, it isadvisableto place MDMS$ROQT: on a disk other than

your system disk because MDM S creates log files that can grow quite large.

OpenVMS V6.2 isthe minimum version of software necessary to run MDMS. OpenVMSV7.1-
2 Alphaisthe minimum version of software on which to runthe OpenVMS GUI. The GUI does
not run on VAX systems. The GUI requires the availability of TCP/IP on all platforms.

2.1.2 Meet Patch Requirements

Table 2—4 describes the patch requirements for MDMS:

Table 2—-4 Prerequisite Patches

Component Operating System Version Patch

MDMS$SERVER OpenVMS Alpha V6.2 ALPY2K_062
OpenVMS VAX V6.2 VAXLIBRO6_070

GuUI OpenVMS Alpha V7.1toV7.1-H2 ALPBASE02 071

V7.1t0V7.1-H2

ALPACRTO06_071
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Table 2—-4 Prerequisite Patches

V7.1toV7.1-H2 ALPDCLO1_071

V7.1toV7.1-H2  ALPSYSAOL 071

V71toV7.1-H2  ALPSYSB02 071

V71to0V7.1-H2  ALPTHREADS 03071

V7.1-2 ONLY VMS712 PTHREADS

If the server patches are not installed, you will see the following error while trying to start the
server:

07-Jan-2005 10: 38: 16 %DMS- | - TEXT, "10k Day" patch not install ed!

Note

You can obtain these patches or the latest revision by contacting your HP representa-
tive. If the patchesfor the MDM S$SERVER are not installed, the server will not start
but you can successfully install MDM S, then install the patches and start the server.

2.1.3 Install CMA Shareable Images

If you areinstalling MDMS on an OpenVMS V6.2 VAX system, you have to install the
following threefiles:

e SYS$COMMON:[SYSLIB]CMAS$RTL

e SYS$COMMON:[SYSLIBJCMASOPEN_RTL

e SYS$COMMON:[SYSLIBJCMASLIB _SHR

If these images are not installed by default, include the following linesin the
SY S$STARTUP:SY STARTUP_VMS.COM:

$!

$! Install CMVA stuff for NMDMB

$!

$ I NSTALL = " $I NSTALL/ COMVAND_MODE"

$ |F .NOT. F$FI LE_ATTRI BUTES(" SYS$COMVON: [ SYSLI B] CMASRTL. EXE", " KNOMN')

$ THEN -

$ | NSTALL ADD SYS$COMVON: [ SYSLI B] CMASRTL

$ ENDI F

$ I F .NOT. F$FILE_ATTRI BUTES(" SYS$COMVON: [ SYSLI B] CMASOPEN_RTL. EXE", " KNOMN")
$ THEN

$ | NSTALL ADD SYS$COMVON: [ SYSLI B] CMASOPEN_RTL

$ ENDI F

$ |F .NOT. F$FILE_ATTRI BUTES(" SYS$COMVON: [ SYSLI B] CMASLI B_SHR. EXE", " KNOWN")
$ THEN

$ | NSTALL ADD SYS$COMMON: [ SYSLI B] CMASLI B_SHR

$ ENDI F
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2.1.4 Shutdown Previous Version of MDMS

If you have been running aversion of MDMS prior to Version 4.3, you must shut it down using
the following command:

$ @LS$SYSTEM SLS$SHUTDOWN
If you are using MDMS V3.0 or later, use the following command to shut down MDMS:
$ @YS$STARTUP: NDMS$SHUTDOWN

2.1.5 Register the MDMS License

AsMDMS does not have a separate license, you need one of the following licensesto run
MDMS:

* HSM-SERVER

e SLS

e SLSMGR

* SLSREMOTE

* SLSREMOTE-MGR

If you do not have one of these licenses registered, please refer to the section on registering the
license for ABS or HSM whichever you are installing.

2.1.6 Verify the Node is in the MDMS Database

If thisinstallation is not the initial installation of MDMS, you need to verify that the node you
areinstalling MDMS on isin the MDM S database. Enter the following command on a node that
has MDMS aready installed on it and verify that the node you areinstalling MDMS onisin the
database:

$ MDMS SHOW NODE node_nane_you_are_i nstal ling_on
%vDMS- E- NOSUCHOBJECT, speci fied obj ect does not exi st

If the nodeis not in the database, you receive the %M DM S-E-NOSUCHOBJECT error message
and you should create the node using the following command:

$ MDMS CREATE NODE node_nane_you_are_installing_on
See the Command Reference Guide for the qualifiers to use.

If the node you are adding is an MDMS server node, the installation procedure will create the
node using the /DATABASE qudlifier. In addition, you need to edit al

SY S$STARTUP.MDM S$SY STARTUP.COM files in your domain and add this node to the
definition of MDMS$DATABASE SERVERS.

Installing MDMS Software 2-5



Installing MDMS Software
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2.1.7 Consider RDF Configuration

MDMS provides RDF software to facilitate operations that require access to remote, network
connected tape drives. This alows you to copy datafrom alocal site to aremote site, or copy
data from aremote siteto alocal site.

During the installation you will be asked questions on whether you want to install on this node,
the software that will allow it to act as a server and/or client for the RDF software. You need to
decide if you want the server and/or client installed on the node.

» Install the RDF Server software on all nodes that are connected to the tape drives used for
remote operations.

» Install the RDF Client software on all nodes that initiate remote operations to tape drives
on the RDF Server node.

Note

After installing RDF you may haveto reboot your system. A new driver isincluded
with thiskit. I f you have never installed RDF before a reboot isnot needed. I f you
already have RDF installed, you do not need to reboot unless you need the new driver
installed. It will beinstalled on the next reboot.

RDF is not supported on OpenVM S Alpha V8.2.

2.2 Installing the MDMS Software

The MDMS installation procedure consists of a series of questions and informational messages.
Once you start the installation procedure, it presents you with a variety of questions that will
change depending on whether the installation is the first or a subsequent installation. The
installation procedure provides detailed information about the decisions you will make.

If for any reason you need to abort the installation procedure at any time, you can press CTRL/Y
and the installation procedure deletes all filesit has created up to that point and exits. Note that
you can restart the installation procedure from this point, at any time.

Note

Besuretoread Section 2.4 MDM S Graphical User Interface (GUI) Installation for
information on selecting GUI kitsto be extracted from the saveset during thisinstalla-
tion.

Toinstal MDMS:

1. Load the distribution medium into a suitable device, and mount the volume
2. Invokethe VMSINSTAL procedure using the following command:
$ @YS$UPDATE: VVSI NSTAL MDMS043 | ocation: OPTIONS N

Where:

location: isthe device and directory that contains the software kit save set.

Installing MDMS Software 2-6



Installing MDMS Software
2.3 MDMS Post-installation Tasks

OPTIONS: N isan optiona parameter that indicates you want to see the question on Release
Notes. If you do not include the OPTIONS:N parameter, VM SINSTAL does not ask you about
the Release Notes. You should review the Release Notes before proceeding with the installation
in case they contain additional information about the installation procedure.

Follow the instructions as you are prompted to complete the installation. Each question you are
asked is provided with alternatives for the decision you can take and an explanation for the
related decision.

Questions and decisions offered by the installation procedure vary. Subsequent installations will
not prompt you for information you provided during the first installation.

2.3 MDMS Post-installation Tasks

The following sections describe the post-installation tasks needed after installing the MDMSS:

Table 2-5 Post-Installation Tasks

Action Section

Create a Node Object Section 2.3.1 Create a Node Object

Provide Automatic Start Up and Shut Down Section 2.3.2 Provide Automatic Start Up and Shut
Down

Remove SLYMDMS V2.x Automatic Startup Section 2.3.2 Provide Automatic Start Up and Shut

Down
Configure MDM S Section 2.3.3 Configure MDM S
Configure remote tape drives Section 2.3.4 Configure Remote Tape Drives
Grant MDMS Rights to Users Section 2.3.5 Grant MDMS Rights to Users
Installing the DCL tables on Nodes Section 2.3.6 Installing the DCL Tables on Nodes

2.3.1 Create a Node Object

If thisistheinitia installation of MDMS, you may need to create the node object in the MDM S
node database for this node. Usethe MDM S CREATE NODE command to create thisinitial
database node. Refer to the Command Reference Guide for the qualifiers for this command.

The following is an example:

$ MDMS CREATE NODE NABORS -
NABORS is the DECnet Phase |V node name or a
! name you make up if you do not use DECnet
! Phase |V in your network
/ DATABASE_SERVER -
| a potential database node
I nust also be defined in
I in SYS$STARTUP: MDMS$SYSTARTUP. COM
/ TCPI P_FULLNAME=NABCRS. SI TE. | NC. COM -
! the TCP/IP full node nane if you
| are using TCP/IP you need this if
! you are using the GU
/ DECNET_FULLNAME=I NC: . SI TE. NABORS -
! this is the full DECnet Phase V node name
! do not define if you do not have DECnet Phase V on this node
! be sure to define if you have DECnet Phase V installed on this node
/ TRANSPORT=( DECNET, TCPI P)
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! describes the transports that listeners are
| started up on

2.3.2 Provide Automatic Start Up and Shut Down

To automatically start MDM S when you initiate a system start up, at alocation after the DECnet
or TCP/IP start up command, add the following line in the system's start up file,
SYSSMANAGER:SY STARTUP_VMS.COM:

$ @BYS$STARTUP: MDMS$STARTUP

To automatically stop MDMS when you initiate a system shut down, enter the following into the
system's shut down file:

$ @YS$STARTUP: MDVS$SHUTDONN

While using MDM S with HSM, make sure that MDM S startup is executed prior to HSM startup.
HSM needs alogical name that is defined by the MDMS startup.

2.3.3 Configure MDMS

Now that you have installed MDMS you need to configure MDMS by creating the following

objects:
 Mediatypes
* Locations

* Nodes

e Groups

*  Jukeboxes

*  TapeDrives

 Magazines
* Pools
*  Volumes
Please refer to the MDMSS section in the Guide to Operations for more information on
configuration and operation.
2.3.4 Configure Remote Tape Drives

If you installed the RDF software, you need to configure the remote tape drives.

For each tape drive served with RDF Server software, make sure thereis adrive object record in
the MDMSS database that describes it. Refer to the chapters on MDMS configuration in the
Guide to Operations and the MDM S CREATE DRIV E command in the Command Reference
Guide.

For each node connected to the tape drive, edit the file TTI_RDEV:CONFIG_node.DAT and

make sure that all tape drives are represented in the file. The syntax for representing tape drives
isgiveninthefile.
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During startup of MDMS, the RDF client and server are a so started. The RDF images are linked
on your system. If you see the following link errors on Alpha V6.2, thisis not an RDF bug. The
problem is caused by installed VM S patches ALPCOMPAT_062 and ALPCLUSIO01_062.

%1 NK- | - DATM SMCH, creation date of 07-Jan-2005 15:16 in

shar eabl e i mage SYS$COMMON: [ SYSLI B] DI SMNTSHR. EXE; 3

differs fromdate of 07-Jan-2005 22:33 in shareable image |library
SYS$COMVON: [ SYSLI B] | MAGELI B. OLB; 1

Thisisaknown problem and is documented in TIMA. To correct the problem, issue the
following DCL commands:

$ LI BRARY/ REPLACE/ SHARE SYS$LI BRARY: | MAGELI B. OLB SYS$SHARE: DI SMNTSHR. EXE
$ LI BRARY/ REPLACE/ SHARE SYS$LI BRARY: | MAGELI B. OLB SYS$SHARE: | Nl T$SHR. EXE
$ LI BRARY/ REPLACE/ SHARE SYS$LI BRARY: | MAGELI B. OLB SYS$SHARE: MOUNTSHR. EXE

2.3.5 Grant MDMS Rights to Users

Before any user can use MDMS, you must grant MDM S rights to those users. Refer to the
MDMS Rights and Privileges Appendix in the HSM for OpenVM S Command Reference Guide
for explanation of MDM S rights and how to assign them.

2.3.6 Installing the DCL Tables on Nodes

To make MDMS commands available on all nodes of the cluster, you should ensure that all
nodes have the latest version of DCLTABLES.EXE installed. You can do thisby using
SYSMAN or by logging into each node in the cluster and enter the following command:

$ | NSTALL REPLACE SYS$COMVON: [ SYSLI B] DCLTABLES. EXE

2.4 MDMS Graphical User Interface (GUI) Installation

This section describes how to install and run the Graphical User Interface (GUI) on various plat-
forms.

Asthe GUI isbased on Java, you must have the Java Runtime Environment (JRE) installed on
the system where you are running the GUI. If you do not have the JRE installed on your system,
these sections describe what is needed and where to get it.

The MDMS installation procedure extracts files from the kit and placesthem in
MDMS$ROOT:[GUI...]. You can then move the Windows files to a Windows system and install
them.

Note

For the GUI to communicate with the MDM S server, you must have TCP/I P services
on the node whereyou have the MDM S server running.

The GUI requires the following in order to run:
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Java Runtime Environment - Sincethe MDM S GUI isaJava application, it requires the platform
specific JRE. You can download the correct kit from the given URLSs. For the OpenVMS instal-
lation, you may alternatively install the Standard Edition kit instead of the JRE kit. Thisis pack-
aged asa PCSI kit, which issimpler to install. Issues concerning availability and installation can
be directed to:

http://java. sun. com products (for M crosoft W ndows)
http://h18012. wwil. hp. coni j ava/ al pha/

Memory - On Windows systems, the hard drive space requirement is4 MB for the MDM S GUI.
The main memory space requirement for running the GUI is 10 MB.

2.4.1 Installing the GUI on OpenVMS Alpha/l64

During the MDMS installation on OpenVMS AlphaV7.3-2 & V8.2 and OpenVMS 164 V8.2,
the following question will be asked:

Do you want the MDMS GUI installed on OpenVMS Al pha/l 64 [ YES]?
Reply “Yes’ to the question if you want to install the GUI on OpenVMS. Files will be moved to
MDMS$ROOT:[GUI.VMS] and the GUI installation will be complete.

If you have not already installed the JRE, you should install it by following the instructions pro-
vided at the download site, http://www.compag.com/java. The version specific setup command
procedure provided by the Javainstallation will establish defaults for the logical names and sym-
bals on the system. You should add a command line to the

SYS$COMMON: [ SYSMGR] SYLOG N. COM

command procedure to run this Java setup command procedure at login.
The JAVASCLASSPATH is defined for the GUI in the
MDMB$SYSTEM MDMB$START_GUI . COM

command procedure provided during the installation. The call to Javato invoke the GUI isaso
included in this command procedure.

Note
Make surethat thelogical JAVASUSER_DCL isnot defined or the GUI will not work.

2.4.2 Installing the GUI on Intel Windows 95/98/2000/XP

During the MDM S installation, the following question will be asked:

Do you want files extracted for Mcrosoft Wndows [ YES]?

Reply “Yes’ if you want to install the GUI on a Microsoft Windows platform. Fileswill be
moved to MDMS$ROOT:[GUI.WINTEL].

Move the file MDM S$ROOT:[GUI.WINTEL]SETUPREXE to the Windows machine and run it
to install the GUI.

If you have not installed the JRE, you should install it by following the instructions at the down-
load site: http://java.sun.com/products.
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2.5 Running the GUI

Now that you have installed the GUI, you have to make sure the server node is configured to
accept communications from the GUI. The server node for the GUI must have:

* TCP/IPenabled
and
» the MDMSrights enabled in the SY SUAF record for the user

To enable TCP/IP communications on the server, you have to set the TCP/IP Fullname attribute
and enable the TCPIP transport. See the Command Reference Guide for information about
setting these attributes in a node.

MDM Srightsfor the user must be enabled in the SY SUAF record to log into the server using the
GUI. Refer to the Command Reference Guide for information about MDM S rights.

The following sections describe how to run the GUI on various platforms.

2.5.1 Running the GUI on OpenVMS Alpha

To usethe MDMS GUI on OpenVMS Alpha systems, use the following commands:

$ @YS$STARTUP: JAVASSETUP. COM
$ SET DI SPLAY/ CREATE/ NODE=node_nane/ TRANSPORT=t r ansport
$ MDMS/ | NTERFACE=CUI

For the SET DISPLAY command, the node_name isthe name of the node on which the monitor
screen exists. This allows you to use the GUI on systems other than those running OpenVMS
AlphaV7.1 or higher. The transport must be a keyword of:

 LOCAL —if you are running the GUI on the same node as the monitor

 DECNET —if you are running the GUI on amonitor connected to another node and you
wish to use DECnet protocol between the monitor node and the GUI Java node.

e TCPIP-if you arerunning the GUI on amonitor connected to another node and you wish to
use TCPIP protocol between the monitor node and the GUI Java node.

2.5.1.1 Running the GUIl on Windows 95/98/2000/XP
To usethe MDMS GUI on Microsoft Windows platforms, double click on the batch file named
MDMSView.bat in the MDM SView directory on the drive where you installed the GUI.

To view the MDM S GUI correctly, you must have the display property settings for the screen
area set to 1024 X 768 or higher.

If you have Java installed in alocation other than the normal default location, you will need to
first edit the MDMSView.bat file to include the correct path. The default in thisfileis:

C:.\ Program Fi |l es\ JavaSof t \ JRE\ 1. 2\ bi n\ j ava. exe
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Meeting the HSM Installation
Requirements

This chapter enlists requirements to be met before installing the HSM software. Go through the
following list before you begin installation.

Requirements List

The requirements list to meet before installing HSM software is as follows:

* Readthe HSM Software Release Notes
* Required Software

*  Requirements for HSM Basic Mode

*  Requirements for HSM Plus Mode

*  Requirements for HSM Repack Function
* Required Hardware Disk Space

*  Required System Privileges

* Required System Parameters

* Required for VMSINSTAL

* Installing DECthreads™ Images

* Registering your HSM Licence

3.1 Read the Release Notes

The HSM kit includes online release notes. HP strongly recommends that you read the release
notes before proceeding with the installation. The release notes are in a text file named

SY S$HEL P:HSM043.RELEASE_NOTES and a Postscript ® file named

SY S$HEL P:HSM043.RELEASE_NOTESPS.
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3.2 Required Hardware Disk Space

Table 3—-1 summarizes the disk space requirements for installing and running HSM.

Table 3—-1 Disk Space Requirements

Item Blocks Needed Description

Install 45,000 for Alpha/ Temporary blocks for Kit
VAX
90,000 for 164

HSM Software 35,000 or Alphal/ Permanent blocks for software
VAX

70,000 for 164

Catalog 100,000 Catalog grows at the average rate of 1.25
blocks for each file copy shelved. HP recom-
mends 100,000 blocks be set aside initialy for
this catal og.

HSM requires 16,000 free disk blocks on the system disk. To determine the number of free disk
blocks on the current system disk, enter the following command at the DCL prompt:

$ SHOW DEVI CE SYS$SYSDEVI CE
3.3 Required Software

The software requirements list for HSM is as follows:

 HSM V4.3 issupported on the OpenVMS AlphaV7.3-2 & V8.2, OpenVMS VAX Operat-
ing System V7.3 and OpenVMS 164 V8.2.

» HSM Basic Mode does not require any software other than HSM and the OpenVM S Oper-
ating System.

*  HSM Plus Mode requires MDMS V4.3 or SLSV2.9J. A MDMS license is not required for
using HSM. An SLSlicenseisrequired only if SLSisto be used with HSM.
Note

DECnet isarequired software, if SLSisused as Media and Device management soft-
ware. For MDM S, DECnet is an optional becauseit supports both TCPI P/DECnet.

3.3.1 Required for HSM Basic Mode

When HSM isused in Basic Mode, the only software required, in addition to HSM, is the Open-
VMS Operating System V7.3 for VAX, V7.3-2 & 8.2 for Alphaand V8.2 for 164. Media, Device
and Management Services (MDMYS) isrequired only if you wish to convert from HSM Basic
Mode to HSM Plus Mode.
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3.3.2 Required for HSM Plus Mode

HSM Plus mode requires the use of Media, Device and Management Services for OpenVMS
(MDMS) Version 4.3 for managing media and devices. MDM S software comes packaged with
HSM and can be obtained from one of the following sources:

»  Off the HSM distribution kit
* Included with Storage Management Library System for OpenVMS (SLS).

* Included as a separate source with Archive/Backup System for OpenVMS (ABS)
or Sequential Media File system for OpenVMS (SMF) software

Note

M DM S software_must beinstalled beforeyou install HSM in Plus mode, unlessSLSis
already present on thesystem. If SLSis present, HSM can use the SL Sversion of
MDMS. HSM V4.3 iscompatible with SLS2.9J only. MDM Sis not required for oper-
ating HSM in Basic mode.

3.3.3 Required for HSM Repack Function

The HSM SMU REPACK Command alows you to do an analysis of valid and obsolete data on
shelf media and copy the valid data to other media, thus freeing up storage space. This Repack
functionality isfound in HSM Plus Mode.

The HSM Repack function requires the use of two tape drives since thisis adirect tape to tape
transfer process. One tape must match the media type of the source archive class and the other
tape must match the media type of the destination archive class.

3.4 Required System Privileges

To install HSM software, you must be logged into an account that has the SETPRV privilege.
Note that VM SINSTAL turns off the BY PASS privilege at the start of the instal lation.

3.5 Required System Parameters

The installation for HSM may require that you raise the values of the GBLSECTIONS and
GBLPAGES system parameters if they do not meet the minimum criteria shown in Table 3-2.

Table 3-2 System Parameters for VAX and ALPHA

System Parameters VAX ALPHA
Additional GBLPAGES 1783 2926
Additional GBLSECTIONS 6 36

To find your current system parameters, use the following command:

$ MCR SYSGEN
SYSGEN> SHOW GBLPAGES
SYSGEN> SHOW GBLSECTI ONS
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3.6 Required for VMSINSTAL

When you invoke VM SINSTAL, it checks for the following:

Whether you are logged into a privileged account
Whether you have adequate quotas for installation
Whether DECnet™ software is running

Whether any users are logged into the system
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Note that VM SINSTAL requires that the installation account have a minimum of the following
quotas:

ASTLM = 40 (AST Quota)

BIOLM = 40 (Buffered 1/Olimt)

BYTLM = 32,768 (Buffered I/0O byte count quota)
DIOLM = 40 (Direct 1/O1linmit)

ENQLM = 200 (Enqueue quota)

FI LLM = 300 (Open file quota)

Type the following command to find out where your quotas are set.
$ show process/ quota

If VMSINSTAL detects any problems during theinstallation, it notifies you and prompts you to
continue or stop the installation. In some instances, you can enter Y ES to continue. Enter NO to
stop the installation and correct the problem.

User account quotas are stored in the SY SUAF.DAT file. Usethe OpenVMS Authorize Utility
(AUTHORIZE) to verify and change user account quotas.

First set your directory to SY S$SY STEM, and then run AUTHORIZE, as shown in the follow-
ing example:

$ SET DEFAULT SYS$SYSTEM
$ RUN AUTHORI ZE UAF>

At the UAF> prompt, enter the SHOW command with an account name to check a particular
account. For example:

UAF> SHOW SM TH

To change a quota, enter the MODIFY command. The following example changesthe FILLM
guota for the SMITH account and then exits from the utility:

UAF> MODI FY SM TH / FI LLM=50
UAF> EXIT

After you exit from the utility, the system displays messages indicating whether changes were
made. Once the changes have been made, you must log out and log in again for the new quotas
to take effect.

3.7 Installing DECthreads™ Images

If DECthreads™ images are not installed, you must install them before you install HSM.
DECthreads™ consists of several images. To check for them, you will need to execute the fol-
lowing commands. These commands require CMKRNL privileges and will need to be executed
on al nodesin the cluster running HSM.

$ install list sys$library:cna$rtl.exe

$ install list sys$library:cna$lib_shr.exe

$ install list sys$library:cna$open_|ib_shr.exe
$ install list sys$library:cna$open_rtl.exe
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If any of these list commands fails, then the DECthreads™ images need to be installed.
To install them, execute the following commands.

$ install add sys$library:cma$rtl.exe/ open/ head/ share

$ install add sys$library:cma$lib_shr.exe/ open/ head/ share

$ install add sys$library: cma$open_| i b_shr. exe. open/ head/ share
$ install add sys$library: cma$open_rtl.exe/ open/ head/ share

3.8 Registering Your HSM License

To register your HSM license or to add additional capacity licenses, follow the steps in Table 3—
3. Before you attempt to register your PAK, be sure to have the PAK information in front of you.

Table 3-3 How to Register Your HSM License

Step Action

1. Enter the LICENSE REGISTER command with the product name and a dash.
$ LI CENSE REG STER HSM SERVER -

Important:
Enter a dash at the end of each command in steps1 through 8.

2. Enter the /ISSUER qualifier information, assigning the value DEC between quota-
tion marks.

_$ /1 SSUER="DEC" -

3. Enter the/AUTHORIZATION qualifier information, assigning it the value from the
AUTHORIZATION NUMBER entry of the PAK.

_$ / AUTHORI ZATI ONEXXXXXXX -

4. Enter the/PRODUCER qualifier information, assigning the value DEC in quotes.
_$ / PRODUCER="DEC" -
5. Enter the /UNITS qualifier information, assigning the value from the UNITS entry of the
PAK. Thisisthe value that determines your HSM online capacity.
~$ /UNITS=nn -
6. Enter the /DATE qualifiers information, assigning the product’s release date value from the

PRODUCT RELEASE DATE entry of the PAK.
_$ / DATE=dd- mm yyyy -

7. Enter the /AVAILABILITY qualifier information, assigning the value from the AVAILABIL-
ITY TABLE CODE entry of the PAK.

_$ /AVAI LABI LI TY=x -

8. Enter the/ OPTIONS qualifier information, assigning the value from the KEY OPTIONS
entry of the PAK.

_$ / OPTI ONS=XXXXXX -

9. Enter the/CHECKSUM qualifier information, assigning the value from the CH entry of the
PAK. Important:Do NOT end the entry with a dash.

_$ / CHECKSUMEN- XXXX= XXXX= XXXX= XXXX
10. Invoke the LICENSE LOAD command with the product name.
$_LI CENSE_LOAD_HSM SERVER
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Installing HSM Software

This chapter contains instructions for installing HSM Version 4.3 software on the OpenVM S
operating system.

4.1 Installing the HSM Software

This section contains a step-by-step description of the installation procedure.

Installing HSM will take approximately 10 to 20 minutes, depending on your system configura-

tion and media.

Running the Installation Verification Procedure (IVP) on a standal one system takes about 5 min-

utes.

4.1.1 The Installation Procedure

The HSM installation procedure consists of a series of questions and informational messages.
Table 4-1 showsthe installation procedure. For a compl ete example of an HSM installation and
verification procedure for HSM Basic mode, see Appendix A; for HSM Plus mode, see Appen-

dix B.

To abort the installation procedure at any time, enter Ctrl/Y. When you enter Ctrl/Y, the installa-
tion procedure deletes all filesit has created up to that point and exits. You can then start the
installation again.

Table 4-1 How to Install the HSM Software

Step

Action

1
2

L oad and mount the media that contains the softwarekit.

Invoke the VM SINSTAL procedure. Use the following command:
$@BYSSUPDATE: VMSI NSTAL HSMD43 | ocation: OPTI ONS N

Where:

location is the tape device (or directory) that contains the software kit save set.

OPTIONSN isan optional parameter that tells VMSINSTAL to ask you to choose

Release Notes options. The default behavior is to move the Release Notesto
SY S$HELP.

If you see the following message:

%/MSI NSTAL- W ACTI VE, The foll ow ng processes are still
active* Do you want to continue anyway [ NQ ?

Enter Y and press <Return>, else go to step 4.
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Table 4-1 How to Install the HSM Software

Step

Action

4

Confirm the state of the system backup.

* Are you satisfied with the backup of your systemdisk [Yes]?

Press <Return>.

Identify the location for the software to be mounted. * Where will the distribu-
tion volumes be mounted:

You may specify atape drive, alocal disk, or aremote disk. Enter the appropri-
ateinformation and press <Return>.

If you entered OPTIONS N on the VMSINSTAL command line, respond to
the Release Notes option.

Rel ease notes included with this kit are always copied to
SYS$HELP. Additional Rel ease Notes Options:

1. Display release notes

2. Print release notes

3. Both 1 and 2

4. None of the above

* Select option [2]:

Enter the number of the desired option and press <Return>.

Answer if you want to purge old files.
* Do you want to purge files replaced by this installation
[ YES] ?

Enter Y and press <Return>.

Select to run the Install ation Verification Procedure (1VP).

* Do you want to run the |IVP after the installation [YES]?

Recommendation:
Running the IV P procedure isrecommended. Press <Return> to run the IVP,
else enter No and press <Return>.

Confirm the PAK registration

*** HSM Li cense ***
Correct installation and operation of this software requires
that one of the followi ng Product Authorization Keys (PAKs)
reflecting your software |icense be present on this system
HSM SERVER
HSM USER

* Does this product have an authorization key registered and
| oaded [Y]?

Enter Y and press <Return>
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Table 4-1 How to Install the HSM Software

Step Action
10 Determine whether to install HSM Basic or HSM Plus mode.
*** HSM Mode ***
Wth this version, HSM can operate in one of two possible
nodes:
BASI C - The standal one HSM product which supports a linited
nunber of nearline and offline devices.
PLUS - The integrated HSM product, integrated with Media,
Devi ce and Managenent Services (MDMS) which supports an
expanded nunber of nearline and of fline devices.
NOTE: MDMS V4.3 or SLS V2.9J nust be installed before install -
ing HSM PLUS node. Also, once files are shelved in PLUS node,
you may *not* change back to BASI C node.
Enter BASIC or PLUS to sel ect the node in which you want HSMto
oper at e.
* Enter the node to install [PLUS]:
The default shown varies according to whether the HSM install detects the presence of
MDMS or SLS Version 2.9J or newer software on your system. If it does, the default is
Plus mode; if it does not, the default is Basic mode.
If you tell HSM to install HSM Plus mode, but MDM S or SL S software is not
installed on your system, the installation fails.
11 Identify the HSM manager account UIC.

If you see the following message:

*** HSM Account ***

A privil eged account named HSMBSERVER wi Il be created for use

by HSM processes. This account will not allow interactive |og-
ins and the password will be automatically generated.

The installation procedure will not proceed until you enter a
valid user identification code (U C) for the HSMBSERVER
account .

The U C nust be unique and within the SYSTEM group.
* Enter the U Cto be used for HSMBSERVER account [[1,22]]:

Press <Return>
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Table 4-1 How to Install the HSM Software

Step Action
12 Select alocation for the HSM configuration databases and log files.
Resdtriction:

The location must have at least 100,000 (100K) free blocks and be available to
all nodes in the VM Scluster™ system that will use HSM.

*** HSM Devi ce ***

You will now be asked to enter a disk device specification to
be used as a repository for HSMconfigurati on databases and | og
files.

NOTE: *** This device nust have at | east 100000 free bl ocks and
be available to all nodes in the cluster that will be running
HSM ** *

* Enter the disk device to use for HSMfil es [ SYS$SYSDEVI CE: ]:
The default location for HSM filesis:
SYS$SYSDVI CE: [ HSMBSERVER]

VMSINSTAL prompts you to verify the file location before continuing.

13 Set quotas and flags for the HSM account. VM SINSTAL will automatically set
guotas and flags for the account.

14 Create HSM catal og and databases. HSM requires a catalog and databases to run. The
VMSINSTAL can create them upon completion of the software installation for you.
Recommendation:

HP recommends you answer Y to the following question:

* Do you want to run the database creation procedure [YES]?

15 Set system disk files as not shelvable. VM SINSTAL can submit a command
fileto set al system disk files as non-shelvable. This protects the integrity of
the system disk.

Recommendation:
HP recommends you answer Y to the following question:

* Do you want to submit SETFI LENOSHELV. COM [ YES] ?

16 At this point, the install ation proceeds without further operator intervention. If
you requested VM SINSTAL run the VP, it runs it here.

Note

VM SINSTAL deletesor changesentriesin the process symbol tablesduring theinstal-
lation. Therefore, if you are going to continue using the system manager’saccount and
you want to restore these symbols, you should log out and log in again.

4.1.2 Error Recovery

If errors occur during the installation procedure, VMSINSTAL displays failure messages. If the
installation fails, you see the following message:

9%/MSI NSTAL- E- I NSFAI L, The installation of HSM has fail ed
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If the IVP fails, you see this message:
The HSM Installation Verification Procedure fail ed.
%/MSI NSTAL- E- | VPFAI L, The I VP for HSM has fail ed.

Errors can occur during the instalation if any of the following conditions exist:

*  The operating system version isincorrect.

*  Quotas necessary for successful installation are insufficient.

e System parameter values for successful installation are insufficient.
 TheOpenVMS help library is currently in use.

»  The product license has not been registered and loaded.

For descriptions of the error messages generated by these conditions, see the OpenVM S documentation on
system messages, recovery procedures, and OpenVMS software installation. If you are notified that any of
these conditions exist, you should take the appropriate action as described in the message.

4.2 After Installing HSM Software
The following postinstallation tasks should be performed after installing HSM software:

»  Edit the system startup and shutdown files.
*  Modify system parameter settings.
» Createan HSM cataog, if you did not have the installation do so.

» Install specia devicedrivers.

4.3 Editing the System Startup and Shutdown Files

You must edit the system startup and shutdown files to provide for automatic startup and shut-
down.

Add the command line that starts HSM to the system startup file, called SY SSMAN-
AGER:SYSTARTUP_VMS.COM.

HSM cannot start until after the network has started. You must place this new command line
after the linethat executes the network startup command procedure.

The following example shows the network startup command line followed by the HSM startup
command line:

$ @SY SSMANAGER:STARTNET.COM

$ @SY S$STARTUP:HSM$STARTUPCOM

The HSM$STARTUP.COM procedure defines logicals required by the HSM software, connects
the HSDRIVER software for VAX or Alpha systems, and issues an SMU STARTUP command
to start the shelf handler process. The shelf handler process runs continuously and exits only
with the SMU SHUTDOWN command. You may restart the shelf handler manually by using the
SMU STARTUP command.
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You a'so can connect the HSDRIVER software manually. To do this, use one of the following
commands:

* ForaVAX system:
$ MCR SYSGEN CONNECT HSAO: / NOADAPTER

*  For an Alpha system:
$ MCR SYSMAN | O CONNECT HSAO: / NOADAPTER

Add the following command line to the system shutdown file, called
SYSSMANAGER:SY SHUTDWN.COM:

$ SMJ SHUTDOWN NOW
4.4 Creating an HSM Catalog

The HSM catalog is the one and only authority containing information about shelved files. It
grows as files get shelved.

If you did not have the installation create an HSM catalog for you, you must create it manually
before you start HSM. To manually create the catalog, invoke SY S$STAR-
TUP:HSM$CREATE_CATALOG.COM. This creates a single catalog for HSM to access.

When acatalog is created in this manner, it will be configured in Basic mode by default. SMU
SET FACILITY/MODE=PLUS should be executed after the catalog is created if Plus modeis
desired. Creating a new Basic mode catalog in an environment that was previously defined in
Plus mode can cause unpredictable results.

The HSM$STARTUP.COM file placed in SY SSSTARTUP at installation time creates several
system wide logicals used by HSM. These logicals are stored in afile called HSM$LOGI-
CALS.COM and includes the logical HSM$CATAL OG. Thislogical points to the directory
where HSM should look for the shelving catalog. If you wish to change the location of the cata
log, thelinein

SY S$STARTUP:HSM$LOGICAL S.COM that defines this logical should be changed.

Note

HSM does not automatically create a new catalog if it cannot find the catalogin the
location pointed to by HSM$CATAL OG; this condition aborts HSM startup with an
error message.

The system logical HSM$CATAL OG should be created ahead of time to specify the location for
the catalog. If you have not aready created the logical, you are prompted to define it now and to
restart the procedure. You still must modify the linein HSM$LOGICALS.COM to reflect that
location if it is other than the default. The new catalog file is empty when created.
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45 Installation Verification Procedure

Asmentioned in the installation procedure itself, VM SINSTAL can run an 1V P upon completion
of the HSM ingtallation. The | VP attempts to verify that HSM can shelve and unshelvefiles

using default configuration information. For a complete example of the HSM VP, see Appendix
A for HSM Basic mode or Appendix B for HSM Plus mode.

Note

You can run the IVP by itsalf. If you do, it shuts down HSM.
Use SYS$STARTUP:HSM$STARTUP.COM torestart HSM after the VP finishes.

Installing HSM Software 4—7






5

Getting Started with HSM

HSM comes with a set of default configuration definitions that enable you to get HSM up and
running quickly. This chapter explains how to use those definitions and perform other essential
configuration tasksto start using HSM. Once HSM is up and running, you can modify the con-
figuration for optimal performance in your operational environment. Read the Customizing the
HSM Environment Chapter in the HSM Guide to Operations Manual for more information on
tuning.

This chapter includes the following topics:

* A description of the default configuration installed with HSM

» A discussion of how to make minimal adjustments to the default configuration
for HSM to function in your operational environment

* A description of how to set up the near-line and off-line environments for both
Basic and Plus modes

»  Example off-line configurations for both Basic and Plus modes

5.1 HSM'’s Default Configuration

After installation, HSM is configured with all the default definitions designed into the software.
This section explainsin detail what the default configuration definitions are and how you need to
modify them to get HSM up and running. If you follow the stepsin this section, you should be
able to shelve and unshelve data on your system. For more information on optimizing HSM
functions for your environment, read the Customizing the HSM Environment Chapter in the
HSM Guide to Operations Manual.

When you install HSM, it sets up several default elements you can use to run HSM with few
modifications. These default el ements include the following:
» A default facility definition
* A default shelf definition
* A default device definition
* A default volume definition
» Default policy definitions
5.1.1 The Default Facility

» Thefacility isinitially set up with the following attributes:
* All HSM operations are enabled
« All eventlogging is enabled
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*  All nodes are authorized as shelf servers
» Useof acataog server is disabled
»  Default mode depends on whether MDMS/SLS isinstalled on your system
These operations and event logging defaults represent the behavior that is recommended and

expected to be used most of the time that HSM isin operation.

You should customize your shelf serversto be restricted to the larger systemsin your cluster and
to those that have access to the desired near-line and off-line devices.

5.1.2 The Default Shelf

HSM provides a default shelf that supports all online disk volumes. The default shelf enables
HSM operations.

Note that no archive classes are set up for the default shelf at initialization. To enable HSM oper-
ations to near-line and off-line devices, you need to configure the default shelf to one or more
archive classes.

5.1.3 The Default Device

HSM provides a default device record, which applies when you create a device without specify-
ing attributes for the device. The default attributes are:

* Thedeviceisshared with other applications.

»  Shelving and unshelving operations are enabled.

* No archive classes are associated with the device.

For the device to be used by HSM, you must at minimum associate one or more archive classes
with the device. You may also choose to dedicate any device for exclusive HSM use.

5.1.4 The Default Volume

HSM provides a default volume record, which appliesto all online disk volumesin the system
unless a specific volume entity exists for them. The default volume contains the following
attributes:

»  Explicit HSM operations (preshelving, shelving, unshelving, file faults, unpreshelving) are
enabled.

* Implicit HSM operations (policy-based operations) are disabled.

» Contiguousfilesareineligible for shelving

» Placedfilesaredligible for shelving

*  Thehigh water mark is 90 percent.

If these attributes are acceptable, no further configuration of volume records is needed.
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You may change the volume attributes in one of two ways.
»  Update the default volume record, which will affect al online disk volumes associated with

the default volume.

»  Create an individual volume entity for each onlinedisk volume you want to change. This
is recommended if you turn on policy-based HSM operations.

HP recommends you examine disk usage before enabling implicit shelving operations on your
cluster. For example, enabling a high water mark criterion on the default volume could cause
immediate mass shelving on all volumes if the disk usage is already above the high water mark.

HP also recommends that you create an individual volume record for each system disk and dis-
able all HSM operations on those volumes.

5.1.5 The Default Policies
HSM provides three default policies as follows:
+ HSM$DEFAULT_POLICY-Thisis used as atemplate for all policy definitions, including

the other two default policies.

+ HSM$DEFAULT_OCCUPANCY-This policy is used as the default reactive policy defini-
tion in the system for device full and high water mark triggers.

+ HSM$DEFAULT_QUOTA-Thispolicy isused asthe default reactive policy definitionin
the system for exceeded quotatriggers.

At installation time, all three default policies contain the same attributes:

» Thepolicy isenabled for shelving (rather than preshelving).

»  The comparison date used for file selection is the expiration date, which when used in con-
junction with OpenVM S volume retention time, provides an effective date of last read or
write access.

* Thee€apsedtimeis set to 180 days; This meansthat filesthat have been accessed within
180 dayswill not be selected for shelving.

»  Thelow water mark goal for the policy is 80 percent.

» Theprimary policy file selection algorithm is space time working set (STWS).

»  Thesecondary policy file selection algorithm is least recently used (LRU).

These default policy definitions allow HSM to function effectively with the minimum of

advance configuration and can be used without any modifications or additional information.

By default, all volumes use the appropriate default policies without any further configuration
being required.

5.2 Running HSM with Default Configuration
Although HSM provides the default elements described above, you cannot simply try to run
HSM with these items. You must verify the facility definition and configure the following addi-

tional items for HSM to function:

» Define archive classes for use.
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Select archive classes for the default shelf.
Define devices to support each archive class.
Initialize the tape volumes for each archive class.

Set volume retention times on all online disks on which  you want policy-based shelving to
occur.

5.2.1 Verifying the Facility Definition

As mentioned earlier, HSM provides a default facility definition. Before you start using HSM,
however, you want to verify that the default facility definition is correct for your environment.

The following example shows how to view information about the facility:

$ SMJ SHOW FACI LI TY
HSM is enabl ed for Shelving and Unshel vi ng

Facility history: Created: 07-Jan-2005 12:10: 37. 13
Revi sed: 07-Jan-2005 12:10:37.13

Desi gnat ed servers: NODE1 NODE2
Current server: NODE1

Cat al og server: Di sabl ed

Event logging: Audit Error Exception
HSM node: Pl us

Remai ning |icense: 20 gi gabytes

The information displayed indicates:

Whether the facility is enabled for shelving, unshelving, or both
Which nodes on the cluster are designated as shelf servers
The current shelf server node

— Anindication of whether al catalog writes and caching operations are performed by the
shelf server node

— What log options are turned on
— TheHSM operational mode (Basic or Plus)
— Theremaining license space (in gigabytes) for the HSM facility

If any of these attributes are not correct for your facility, you need to modify them before con-
tinuing to configure HSM.

5.2.2 Defining Archive Classes for Use

To define an archive class for HSM to use, use one of the following commands depending on the
mode in use. For HSM Basic Mode use:

$ SMU SET ARCHIVE n ! for Basic Mode

For HSM Plus Mode use:

$SMU SET ARCHIVE n-_$/MEDIA_TYPE=string - _$/DENSITY=string - _$/
ADD_POOL =string
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Where nisalist of archive class numbersfrom 1 to 36 (Basic mode), or 1 to 9999 (Plus mode).

In Plus mode, the DENSITY and ADD_POOL qualifiers are optional. The MEDIA_TY PE and
DENSITY must exactly match the definitionsin TAPESTART.COM (see Section 6.4).

If the mediatype associated with an archive class has some value for the density, then the
/Density qualifier for the archive class should also have the same value.

5.2.3 Selecting Archive Classes for the Default Shelf

During installation, HSM creates a default shelf named HSM$DEFAULT_SHELF. To alow
shelving operations, the shelf must be associated with one or more archive classes. When datais
copied to the shelf, it is copied to each of the archive classes specified. Having several archive
classes provides you additional safety for your shelved files. Each archive classiswritten to its
own set of media. HP recommends having at |east two archive classes.

Archive classes are represented in HSM by both an archive name and an archive identifier. The
properties of archive classes depends on the selected HSM operationa mode:

Basic Mode —Basic mode supports up to 36 archive classes named HSM$ARCHIVEO1 to
HSM$ARCHIVES6, with associated archive identifiers of 1 to 36 respectively. The mediatype
for the archive classis determined by  the devices associated with the archive class. It is not
specifically defined.

Plus Mode —Plus mode supports up to 9999 archive classes named HSM$ARCHIVEOL to
HSM$ARCHIVEQ9999, with associated archive identifiers of 1 to 9999 respectively. You specify
the media type and (optionally) density which must exactly agree with the corresponding fields
associated with off-line devicesin the MDMS/SLS file TAPESTART.COM. Specifying avol-
ume pool allows you to reserve specific volumes for HSM use.

Restore archive classes are the classes to be used when files are unshelved. HSM attemptsto
unshelve filesfrom the restore archive classes in the specified order until the operation succeeds.
To establish your restore archive classes, you usethe /RESTORE qualifier.

The following command associates archive classes 1 and 2 with the default shelf. It also speci-
fiesthat UNSHELV E operations use the restore archive classes 1 and 2. Each archive class has
an associated mediatype.

$ SMU SET SHELF/DEFAULT/ARCHIVE_ID=(1,2)/RESTORE_ARCHIVE=(1,2)

IF You Want to... THEN Use . ..
Use one archive class SMU SET SHELF/DEFAULT /ARCHIVE=1/RESTORE=1
Usetwo archive classes SMU SET SHELF/DEFAULT /ARCHIVE=(1,2)

/RESTORE=(1,2)

Usethree archive classes SMU SET SHELF/DEFAULT/ARCHIVE=(1,2,3)
/RESTORE=(1,2,3)
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5.2.4 Defining Devices for the Archive Classes

Now you need to specify which near-line/off-line devices you want to use for copying shelved
file datato the archive classes. You must specify a minimum of one device to support near-line
or off-line shelving.

Dedicating Devices

In some circumstances, it is beneficial to dedicate a device for HSM operations. You may want
to dedicate adevice if you expect alot of HSM operations on that device and you do not want
those operations to be interrupted by another process.

For each device definition you create, you have the option of dedicating the device or sharing the
device. A dedicated deviceisallocated to the HSM process. A shared deviceisallocated to HSM
only in response to a request to read or write to the media. Once the operation completes, the
device is available to other applications.

Note

The device namethat should be used with SM S Set Device command while using
MDM S V4.3 should bethe MDM Sdrive name.

The SMU SET DEVICE/DEDICATE command is used to dedicate a device, the SMU SET
DEVICE/SHARE command is used to share a device. The following options are for dedicating
or sharing adevice:

ALL (default) Usesthe device for shelve, preshelve, unshelve, and cache flush operations

SHELVE Uses the device exclusively for shelve, preshelve, and cache flush opera-
tions

UNSHELVE Usesthe device exclusively for unshelve operations. When you dedicate a

device for HSM operations, you must make sure the archive classes you
assign to the device are compatible with the operations you want to per-

form.
IF YouWant to... THEN Use Command/Qualifier . ..
Specify a dedicated device: SMU SET DEVICE /DEDICATE=ALL device
Specify a shared device: SMU SET DEVICE /SHARE=ALL device
Support the device for one SMU SET DEVICE device: /ARCHIVE=1
archive class
Support the device for two SMU SET DEVICE device/ARCHIVE=(1,2)
archive classes
Support the device for three SMU SET DEVICE device: /ARCHIVE=(1,2,3)

archive classes
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Archive Class, Device, and Media Type

For HSM Basic mode, when you associate an archive class with a particular device, you implic-
itly define the mediatype for that archive class. HSM, in Basic mode, determines mediatype for
agiven device based on the device type.

Robot Name

In Basic mode, you must associate a Robot Name with a tape magazine |oader if you wish it to
be robotically controlled.

5.2.5 Initializing Tape Volumes for Each Archive Class

After setting up the devices, you must initialize each tape volume for the archive classesto be
used.

For Plus mode, the tape volumes are defined by using STORAGE ADD VOLUME commands
to MDMS/SLS. For jukebox loaders such asthe TL81x and TL82, it is important that the vol-
umes names match the external volume label and bar code on the volume. You can use the Open-
VMSINITIALIZE command to initialize volumes, or use the SLS Operator Menu (option 3) to
do this.

HSM Basic mode uses a different approach. There are fixed labels for use in each archive class
asshownin Table 5-1 :

Table 5-1 Archive Class ldentifier/Label Reference for HSM Basic Mode Archive

ﬁjrchive Archive Label Volumeld  VolumeLabée Volume Id L abel

1 HSO0xxx 13 HSCxxx 25 HSOxxx
2 HS1xxx 14 HSDxxx 26 HSPxxx
3 HS2xxx 15 HSExxx 27 HSQxxx
4 HS3xxx 16 HSFxxx 28 HSRxxx
5 HSAxxx 17 HSGxxx 29 HSSxxx
6 HS5xxx 18 HSHxxx 30 HSTxxx
7 HS6xxx 19 HSIxxx 31 HSUxxx
8 HS7xxx 20 HSJxxx 32 HSV xxx
9 HS8xxx 21 HSKxxx 33 HSWxxx
10 HS9xxx 22 HSLxxx 34 HSXxxx
11 HSAXxXxX 23 HSMxxx 35 HSY xxx
12 HSBxxx 24 HSNxxx HSZxxx

Getting Started with HSM 5-7



Getting Started with HSM
5.2 Running HSM with Default Configuration

In the table, the values for xxx are as follows:
001, 002, ..., 099, 101, 102, ..., 199, 201, 202, ..., 999, A01, A02, ..., A99, BO1, B02, ..., Z99

This naming convention must be adhered to for Basic Mode, allowing up to 3564 volumes per
archive class. An archive class always starts with the "001" value and progresses up in order, as
shown.

Use the OpenVMS INITIALIZE command to initialize the physical tape volumes for each
archive classthat you use.

The following examples show how to initialize two tape volumes each for archive class 1 and 2.

Archive Cass ID

I NI TI ALI ZE $1$MUAL100: HS0001 ! tape 1 for archive class ID 1
NI TI ALl ZE $1$MJUA200: HS0002 ! tape 2 for archive class ID 1
NI TI ALl ZE $1$MJUA100: HS1001 ! tape 1 for archive class ID 2
NI TI ALl ZE $1$MJUA200: HS1002 ! tape 2 for archive class ID 2

ape vol une

Cc
$
|
|
|

$
$
$
T

Note

It isvital for correct usefor all tape volumesto have different labels. If you initialize
multiple volumeswith the same label, HSM will not be able to differentiate between
them and will not be able to unshelve files on the volumes.

5.2.6 Set Volume Retention Times for Policy-Based Shelving

Each template policy uses the expiration date as the basis for selecting files for shelving. This
default is intended to be used with the OpenVM S volume retention feature to provide an effec-
tive date of last access. The date of last accessisthe optimal way to select truly dormant files for
shelving by policy.

To use the default policy effectively, you must enable volume retention on each volume used for
shelving. If you do not specifically enable volume retention on a volume, expiration dates for

files on the volume usually will be zero. In this case, the default policy will not select any files
for shelving.

Verifying Privileges

To set volume retention, you must be allowed to enable the SY SPRV system privilege or have
write access to the disk volume index file.

Setting Volume Retention

To set volume retention dates, use the following procedure. For more information about the
OpenVMS command SET VOLUME/RETENTION, see the OpenVMS DCL Dictionary.

1. Enablethe system privilege for your process:
$ SET PROCESS/ PRI VI LEGE=SYSPRV
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2. Enableretention times for each disk volume on your system:

$ SET VOLUME/ RETENTI ON=( i n, [ max] )
For min and max, specify the minimum and maximum periods of time you want the files
retained on the disk using deltatime values. If you enter only one value, the system uses that

value for the minimum retention period and cal culates the maximum retention period as either
twice the minimum or as the minimum plus seven days, whichever isless.

If you are not aready using expiration dates, the following settings for retention times are sug-
gested:

$ SET VOLUME/ RETENTI ON=(1-, 0-00: 00: 00. 01)

Initializing File Expiration Dates

Once you set volume retention on a volume and define a policy using expiration date as afile
selection criteria, the expiration dates on files on the volume must be initialized. HSM automati-
cally initializes expiration dates the first time a policy runs on the volume. Thisinitializes dates
for al files on the volume that do not already have an expiration date. The expiration date is set
to the current date and time, plus the maximum retention time as specified in the SET VOL-
UME/RETENTION command.

After the expiration date has been initialized, the OpenVMS file system automatically updates
the expiration date upon read or write access to the file, at a frequency based on the minimum
and maximum retention times.

5.3 Additional Configuration Items

There are three additional configuration tasks you may want to perform to use in connection with
HSM'’s default configuration:
* Authorize shelf servers
»  Specify acache for HSM to use
»  Schedule default policy execution
5.3.1 Authorizing Shelf Servers

If your cluster contains a mixture of large nodes and smaller satellite workstations, you may
want to restrict shelf server operation to the larger nodes for better performance.

Usethe SET FACILITY command to initially authorize your shelf server. See the SMU SET
FACILITY command in the HSM Guideto Operations for detailed information on this com-

mand. In the following example, two nodes (NODE1 and NODEZ2) are authorized as shelf serv-
ers. By default, al shelving operations and al event logging are enabled also.

$ SMJ SET FACI LI TY/ SERVER=( NODE1, NODE2)
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If you omit the /SERVER quadlifier, all nodesin the cluster are authorized as shelf servers.

IF You Want to ... THEN Use...

Authorize one node for shelf server SMU SET FACILITY/SERVER=node
operation

Authorize severa nodes for shelf SMU SET FACILITY/SERVER=(node,node,...)
server operation

Authorize al nodesfor shelf server SMU SET FACILITY/NOSERVER (default)
operation

5.3.2 Working with a Cache

A cache provides many performance benefits for HSM operations, for example, a significant
improvement in the response time during shelving operations.

If you would like to use a magneto-optical device as a shelf device instead of, or in addition to
near-line /off-line devices, define the magneto-optical device as a cache.

IF You Want to... THEN Use Command/Qualifier . ..

Define acache volume SMU SET CACHE device:

Set the cache block SMU SET CACHE device: /BLOCK=valuesize
Change the flush device: SMU SET CACHE /INTERVAL=timeinterval
Specify the flush SMU SET /AFTER=time start_time

CACHE device:

5.3.3 An Example of Managing Online Disk Cache

A system manager has decided that approximately 250,000 blocks of online disk cache will
improve application availability by reducing shelving time.

There are three user disks that contain various amounts of available storage capacity:
$1$DUA13, $1$DUA 14, and $1$DUA15. The three disk volumes are defined as cache devices
with differing amounts of capacity:

$1$DUAL3 is set to 100, 000 bl ocks
$1$DUAL4 is set to 50,000 bl ocks
$1$DUALS is set to 100, 000 bl ocks

5.3.4 Running Default Policies
HSM includes a set of default policy definitionsto provide a working system upon installation.
These definitions are created during the installation procedure and are immediately imple-
mented. The definitions also are used when creating additional definitions.
Although schedules are maintained in a database, there is no supplied schedule for the default

preventive policy HSM$DEFAULT_POLICY. If you want to implement a preventive policy,
you must use the SMU SET SCHEDULE command as shown in the HSM Guide to Operations.
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Table 5-2 liststhe supplied default policy definitions that are configured for operation upon
installing HSM.

Table 5-2 Supplied Default Policy Definitions

Definition Name
Preventive policy HSM$DEFAULT_POLICY +
Reactive policies HSM$DEFAULT_OCCUPANCY, HSM$DEFAULT_QUOTA +

These default definitions cannot be deleted.

5.3.5 Template Policy Definitions

The default definitions for the disk volume, shelf, and preventive policy are also template defini-
tions. When you create new disk volume, shelf, and policy definitions, any parameters not given
avalue use the parameter value in the template definition.

5.3.5.1 Using a Template Policy Definition

The following steps show how the policy template definition HSM$DEFAULT_POLICY pro-
vides values for a newly created policy definition.

1

Examine the template definition values. The policy template definition contains the default
values.

$ SMJ SHOW POLI CY/ DEFAULT/ FULL

Pol i cy HSMBDEFAULT_PCLI CY is enabl ed for shel ving
Policy History:

Creat ed: 07-Jan- 2005 12: 39: 32. 34
Revi sed: 07-Jan-2005 12: 39: 32. 34
Selection Criteria:

State: Enabl ed

Acti on: Shel vi ng

File Event: Expiration date

El apsed tinme: 180 00:00: 00

Before tinme: <none>

Since tinme: <none>

Low Water Mark: 80 %

Primary Policy: Space Tine Wrking Set (STW5)
Secondary Policy: Least Recently Used (LRU)
Verification:

Mai | notification: <none>

Qutput file: <none>

Create anew policy in which the comparison date is based on the last backup date and the
low water mark is set to 40 percent.

$ SMJU SET POLI CY NEW POLI CY / BACKUP/ LOMMTER MARK=40

Examine the newly created policy definition and compare the values with the default. In this
example:

The primary policy and secondary policy values are from the default policy definition.
The comparison date and the low water mark values have been changed.
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$ SMJ SHOW PCOLI CY/ FULL NEW POLI CY

Policy NEWPOLICY is enabled for shelving

Policy History: Cr eat ed: 07-Jan-2005 13:49: 26. 64
Revi sed: 07-Jan-2005 13:49: 26. 64

Selection Criteria:

St at e: Enabl ed
Acti on: Shel vi ng
File Event: Backup date

El apsed tinme: 180 00:00: 00

Before tinme: <none>

Since tinme: <none>

Low Water Mark: 40 %

Primary Policy: Space Tinme Wrking Set(STW5)
Secondary Policy: Least Recently Used(LRU)
Verification:

Mai | notification: <none>

Qutput file: <none>

5.3.5.2 Changing Default Policy Definitions

Examples

You may use the values supplied in the template definition or change them to suit your needs. To
change the values of atemplate definition, use the SMU SET POLICY command to change the
named default definition, or use the /DEFAULT qualifier to change the template itself.

Either of the following commands set the HSM$DEFAULT_POLICY secondary policy to
STWS:

SMJ> SMJ SET POLI CY / SECONDARY_POLI CY=STWS/ DEFAULT

SMJ> SMJ SET POLI CY HSMBDEFAULT_PCLI CY / SECONDARY_POLI CY=STWS

5.4 Plus Mode Offline Environment

In Plus mode, you are using MDMS or SLS as your media manager. In addition to setting up the
HSM configuration as described above, you also need to set up the MDMS/SLS environment to
agree with the HSM definitions. This section discusses the minimum MDMS/SL S operations to
run HSM in Plus mode.

This section does not explain everything you need to doto first set up MDM Sin an environment.
For detailed instructions on installing and configuring MDMS, see the Media, Device and Man-
agement Services for OpenVMS Guide to Operations.

5.4.1 How HSM Plus Mode and MDMS Work Together

By using Media, Device and Management Servicesfor OpenVMS (MDMYS) software, HSM Plus
mode uses common media, device and management capabilities. MDMS provides these com-
mon services for various storage management products, such as Archive Backup System (ABS)
and Storage Library System for OpenVMS (SLS), aswell as HSM.
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5.4.2 How MDMS Supports HSM
MDMS provides the following services:

* Anintegrated and shared approach to controlling access to devices

* A shared database to media and device information

e Common commands that allow you to manage media across storage management products
What this means for HSM is:

If you aready use MDMS to support some other storage management product, you will need to
do little to add functionality for HSM.

If you do not use MDMS for other storage management products now, you can start using it for
HSM and add other products later without having to shift your media and device management
approach.

HSM can now support more devices, including TL820s as fully robotic devices.

HSM can support gravity-controlled loading in a Digital Linear Tape (DLT) magazine loader in
addition to robotically-controlled loading in a DLT.

5.4.3 MDMS Commands for HSM Plus Mode Use

For HSM to work with MDMSS, there are various MDM S commands you may need to use.
Table 5-3 liststhe MDMS commands you may need to use for HSM Plus mode and describes
what each one does. Later sections of this chapter describe how to use some of these commands.
For detailed information on working with MDMS, see the Media, Device and Management Ser-
vices for OpenVMS Guide to Operations.

Table 5-3 MDMS Commands for HSM Plus Mode

MDMS 2.9x Command MDMS 4.0 Command Description

ADD DRIVE CREATE DRIVE Returns adrive to the pool of avail-
abledrivesfor MDM S to use.

ADD MAGAZINE CREATE MAGAZINE Adds a magazine name to the mag-
azine database.

ADD VOLUME CREATE VOLUME Adds anew volume record with

the specified attributes to the
volume database.

BIND MOVE VOLUME MAGA- Binds avolume to aslot in amaga-
ZINE zine.

CREATE LABEL - Closes the current label file for
MDMS and opens a new one.

EXPORT CARTRIDGE MOVE VOLUME Exports atape cartridge to the out
port of atape jukebox, such asa
TL820.

EXPORT MAGAZINE MOVE MAGAZINE Requests that a specific maga-
zine be removed from atape
jukebox.
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Table 5-3 MDMS Commands for HSM Plus Mode

MDMS 2.9x Command MDMS 4.0 Command Description

IMPORT CARTRIDGE MOVE VOLUME Imports a single cartridge from
the in port of atape jukebox to
aslot inside the jukebox.

IMPORT MAGAZINE MOVE MAGAZINE Imports a magazine into the juke-
box.
INVENTORY JUKEBOX INVENTORY Performs a physical inventory of

the cartridges in a tape jukebox,
suchasaTL820 or aDLT loader.

LABEL - Generates a printable label for a
volume or volume set.

REMOVE DRIVE DELETE DRIVE Removes a drive from the pool
of available drivesfor MDMS
to use.

REMOVE MAGAZINE DELETE MAGAZINE Removes a magazine name from
the magazine database.

REMOVE VOLUME DELETE VOLUME Removes a volume record from the
volume database.

SET VOLUME SET M odifies the attributes of avolume.

SHOW SHOW Various SHOW commandsto dis-

play MDMS values and attributes.

UNBIND MOVE VOLUME Unbinds avolume from amagazine
and removesthe volume name from
the magazine database.

5.4.4 MDMS Configuration Tasks Required to Support HSM Plus Mode
To enable HSM to work with MDM S, you must perform the following tasks:
For MDM S 2.9x:

1. Define mediatripletsin SY SSMANAGER: TAPESTART.COM.
2. Add volumes and volume pools to the MDM S database.

3. Authorize HSM to access volumes in appropriate pools.
4

If you are using magazines for HSM, add magazines to the magazine database and bind the
volumes to them.

5. If you are using large tape jukeboxes, there are some special configuration itemsin TAPE-
START.COM. Also, you will need to import the volumes into the jukebox.

For detailed instructions on performing MDM S tasks, refer to the MDMS Software Installation
and Configuration Chapter in this book. see the Media, Device and Management Services for
OpenVMS Guide to Operations.
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1. Define mediatypes, drives, jukeboxesetc. in MDMS databases.

2. Add volumes and volume pools to the MDM S database.

3. Authorize HSM to access volumes in appropriate pools.

For detailed instructions on performing MDM S tasks, refer to the MDMS Software Installation
and Configuration Chapter in this book. see the Media, Device and Management Services for
OpenVMS Guide to Operations.

5.4.4.1 Defining Media Triplets

For MDM S 2.9x:

MDM S uses a concept called amediatriplet to identify mediatypes and drives the softwareis
allowed to use. The mediatriplet is comprised of the following symboals:

MTYPE_n

DENS_n

DRIVES n

A name that identifies the mediartype, often related to the physical
mediatype, such as TK85K, TA90, or HSM_TK50. Thisisthe item
you identify when you use the

SMU SET ARCHIVE /MEDIA_TY PE command in HSM.

The density for media of this type. If there is avalue here, you also
must include it in the SMU SET ARCHIVE /DENSITY command in
HSM.

» If thedrivesfor this mediatype support tape data compaction,
set DENS _nto COMP.

»  For sometypes of media, such as 9-track, set DENS nto therea
density of the media (for example, 800, 1600, or 6250 for 9
track)

e Otherwise, leave DENS _n blank.

Thetape drivesthat can support thistype of media. Although adrive
islisted here, HSM only uses that drive if you enable it with the
SMU SET DEVICE command.

Some products that interact with MDM S use a fourth item,
CAPACITY_n, in their media definitions. For HSM, this symbol is
not needed, but can be defined in the mediatriplet.
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For MDM S 4.0:

Mediatriplets do not exist for MDMS 4.0. Following is the mapping information:

MTYPE_n Maps to the media type object name
DENS n Maps to the density attribute of the mediatype object.
DRIVES n Mapsto the drive object. To associate a drive object with a media

type object the mediatype attribute of the drive object should be set
to point to the appropriate media type object.

5.4.4.2 Defining Tape Jukeboxes
For MDM S 2.9x:

If you are going to use roboatically-controlled tape jukeboxes, you need to define the jukeboxes
in TAPESTART.COM.

There are two symbols you must definein TAPESTART.COM to use any type of tape jukeboxes
with robotic loading. These symbols are:

TAPE_JUKEBOXES A list of all tape jukebox names.

tape_jukebox_name For each namein TAPE_JUKEBOXES,
identifies the robot device and tape drives
controlled by that device.

The following example shows a correctly-configured jukebox definition:

$NODE : = ' FSTRNLNM (" SYS$NCODE" )’
$NODE = NODE - "::" - " "

$!

B = - - - o m il
$!

$! Jukebox definitions

$!

B = - - m o m e n il
$

$TAPE_JUKEBOXES : = "TL810_ 1"

$TL810_1 := "'’ NODE ::$1$DUABL10, '’ NODE ::$1$MUA4A3, -

"7 NODE' : : $1$MUA44, '’ NODE' :: $1$MUA45, '’ NODE : : $1$SMUA46"

Notice that the node name is required in such definitions, and should reflect the node name on
which the command procedure is run. As such, the use of the variable” NODE’ parameter is rec-
ommended. The drives referenced in this definition must also appear in the mediatriplets.

For MDM S 4.0:

Use MDMS CREATE JUKEBOXES to define the jukeboxesin MDMS DATABASES.
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5.4.4.3 Adding Volumes to MDMS Database for HSM to Use
For MDM S 2.9x:
Once you have defined all the appropriate symbolsin TAPESTART.COM, you need to make
MDMS aware of the volumes HSM will use. To do this, you use the STORAGE ADD VOL-
UME command. STORAGE ADD VOLUME has anumber of possible qualifiers. For HSM's

purposes, the only qualifiersthat are essentia are:

IMEDIA_TYPE- Must identify the mediatype you defined in TAPESTART.COM for

thisvolume.
/POOL- I dentifies the volume pool to which the volume belongs.
/DENSITY- Must identify the density defined in TAPESTART.COM for this

mediatype, if something is assigned to DENS n.

HP recommends you put HSM volumes into volume pools. This prevents other applications
from using HSM volumes and vice-versa.

For MDM S 4.0:

Once you have defined all the appropriate objectsin MDMS DATABASE, you need to make
MDMS aware of the volumes HSM will use. To do this, use the following qualifiers with

MDMS CREATE COMMAND:

/DENSITY - Used with the MDM S CREATE MEDIA_TY PE identifies the
denisty of the mediatype.

/MEDIA - Used with the MDM S CREATE VOLUME identifies the
mediatype the volume is associated with.

/POOL - Used with the MDM S CREATE VOLUME identifies the

pool to which the volume belongs.

HP recommends you put HSM volumes into volume pools. This prevents other applications
from using HSM volumes and vice-versa.

5.4.4.4 Authorizing HSM Access to Volumes
For MDM S 2.9x:
If you decide to put HSM volumes into volume pools (as described above), then you need to
authorize HSM to access those pools. You authorize access to volume pools by using the Vol-

ume Pool Authorization function of the Administrator menu.

To access the Administrator menu, use one of the following commands:

$ RUN SLS$SYSTEM SLS$SLSMCER
or
$ SLSMGR
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The second command works only if you have installed MDMS and run the SY SSMAN-
AGER:SLS$TAPSY MBOL.COM procedure to define short commands for the MDM S menus.

To authorize HSM access to volume pools, use the user name HSM$SERVER.
For MDM S4.0:

If you decide to put HSM volumes into volume pools (as described above), then you need to
authorize HSM to access those pools. To do this use the following command to create a volume
pool and authorize HSM to use it:

$ MDMS CREATE POOL <pool _name>/ AUTHORI ZED USERS=NODE: : HSMSSERVER
To authorize HSM access to volume pools, use the user name HSM$SERVER.
5.4.45 Importing Volumes Into a Jukebox
For MDM S 2.9x:

Unless you are configuring a magazine loader (see Section 5.4.4.6), you need to import volumes
into the jukebox. For this, use the STORAGE IMPORT CARTRIDGE command.

For MDM S 4.0:

Unless you are configuring a magazine loader (see Section 5.4.4.6), you need to import volumes
into the jukebox. For this, usethe MDMS MOVE VOLUME command.

5.4.4.6 Configuring Magazines
For MDM S 2.9x:

If you are using magazines (a physical container with some number of slots that hold tape vol-
umes) with magazine loadersin MDMS, you need to:

1. Add the magazine names to the magazine database.
2. Let MDMS know which volumes belong to which magazines.

To add magazines to the magazine database, you use the STORAGE ADD MAGAZINE com-
mand. This command adds a magazine name into the magazine database. This command does
not verify that this magazine exists or isavailable to any particular device for use. It simply adds
arecord to the database to identify the magazine.

To manually associate volumes with a magazine, you use the STORAGE BIND command. This
command creates alink in the databases for the specified volume and magazine. Again, this does
not ensure the specified volume is in the specified magazine, it simply updates the database
entries. You must use the /SLOT qualifier to identify the slot in the magazine where the volume
resides (or will reside).

Getting Started with HSM 5-18



Getting Started with HSM
5.4 Plus Mode Offline Environment

If you prefer, you can automatically associate volumes with a magazine. To do this, you must
have physical accessto the magazine and an appropriate device and the volumes to be associated
must be in the magazine. Then, you IMPORT the magazine into the device and use the STOR-
AGE INVENTORY JUKEBOX command. STORAGE INVENTORY JUKEBOX reads the
labels of the volumes in the magazine, binds the volumes to the magazine, assigns the magazine
slot numbers to the volumes, and updates the magazine and volume databases. Note that the vol-
umes need to be initialized before issuing the INVENTORY command.

For MDM S 4.0:

If you are using magazines (a physical container with some number of slots that hold tape vol-
umes) with magazine loadersin MDMS, you need to:

1. Add the magazine names to the MDM S database.
2. Let MDMS know which volumes belong to which magazines.

To add magazines to the MDM S database, you use the MDM S CREATE MAGAZINE com-
mand. This command adds a magazine name into the MDM S database. This command does not
verify that this magazine exists or is available to any particular device for use. It simply adds a
record to the database to identify the magazine.

To manually associate volumes with a magazine, you use the MDM S MOV E command. This
command creates alink in the databases for the specified volume and magazine. Again, this does
not ensure the specified volume is in the specified magazine, it simply updates the database
entries. You must use the /SLOT qualifier to identify the slot in the magazine where the volume
resides (or will reside).

If you prefer, you can automatically associate volumes with a magazine. To do this, you must
have physical accessto the magazine and an appropriate device and the volumes to be associated
must be in the magazine. Then, you MOV E the magazine into the device and usethe MDM S
INVENTORY JUKEBOX command. MDMS INVENTORY JUKEBOX reads the labels of the
volumes in the magazine, binds the volumes to the magazine, assigns the magazine slot numbers
to the volumes, and updates the magazine and volume databases. Note that the volumes need to
be initialized before issuing the INVENTORY command.

5.4.4.7 Importing Magazines or Volumes Into the Jukebox
For MDM S 2.9x:
Once you have defined the volumes, and optionally magazines, to use in the jukebox, they need
to be imported into the jukebox. The command to use this depends on the actual hardware being

used.

For alarge tape jukebox such asaTL81x or TL82x, you import volumes directly into the juke-
box portsusingthe STORAGE IMPORT CARTRIDGE command.

For amagazine loader such asaTZ877, you import the entire magazine into the jukebox using
the STORAGE |IMPORT MAGAZINE command.

To import volumes into a StorageTek silo, you usethe STORAGE IMPORT ACS command.
Refer to the HSM Command  Reference Guide for more detail on this command.
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For MDM S 4.0

Once you have defined the volumes, and optionally magazines, to use in the jukebox, they need
to be imported into the jukebox. The command to use this depends on the actual hardware being
used.

For alarge tape jukebox such asaTL81x or TL82x, you import volumes directly into the juke-
box portsusingthe  MDMS MOVE VOLUME command.

For amagazine loader such asaTZ877, youimport the entire magazine into the jukebox using
the MDMS MOVE MAGAZINE command.

To import volumes into a StorageTek silo, you usethe MDMSMOVE VOLUMEcommand.
Refer to the HSM Command  Reference Guide for more detail on this command.

5.4.4.8 Working with RDF-served Devices in HSM Plus Mode

HSM Plus mode supports the use of RDF-served devices for shelving and unshelving. This
means you can define devices that are physically separated from the cluster on which the shelv-
ing operationsinitiate. To do this, you must:

* Install remote capability (RDF) through MDMS.
» Definethe device as aremote deviceinthe MDMS  configuration
* Usethe/REMOTE qualifier onthe SMU SET DEVICE command.

The following example shows how to set up the HSM device definition to work with aremote
device:

$ SMU SET DEVI CE FARNODE: : $2$M A21 / REMOTE / SHARE=ALL / ARCHI VE=(3, 4)
The following restrictions apply to working with remote devices:

*  The node name must be included in the SMU SET DEVICE /REMOTE command.
*  HSM does not have to exist on the remote server node, although RDF does.

» Thearchive classes you define to work with the RDF-served devices are logically different
on each cluster.

* RDF-served devices cannot be dedicated for HSM use.
5.5 HSM Plus Mode Configuration Examples

The following sections illustrate various sample configurations for HSM Plus mode:

The first example sets up four TAQOE drives, which support a specific mediatype. Three of the
drives aso support generic TA90 access from other applications besides HSM.

The second example shows how a TZ877 device can be configured with three magazines for
HSM use.

The third example shows how aloca TL820 can be configured with 50 HSM volumes.

The fourth exampl e shows how to set up a RDF-served TL 820 for HSM operations.
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These exampl es show device and archive class configurations for HSM and MDMS. Other HSM
details, such as associating archive classes with shelves, are not shown, but are the same as for
HSM Basic mode.

These examplesillustrate device definitionsfor HSM and MDMS. They do not attempt to show
all commands needed to use HSM. For example, the following additional actions may be neces-
sary:

Loading the HSDRIVER and (if needed) GKDRIVER (see Installation Guide)
Setting up an optional cache

Setting up policies

Starting up MDM S and HSM

5.5.1 Sample TA90 Configuration

For MDM S 2.9x:

The following procedure defines a media type for a basic device (TA90), adds 50 volumes of
that mediatype to a particular pool, authorizes HSM only to access that pool, and defines the
appropriate archive classes and HSM devices for these volumes.

1

Define the mediatriplet in TAPESTART.COM.

$ MIYPE_1 := TAQOE

$ DENS_1 = COWP

$ DRIVES 1 := $1$MUA20,
$1$SMUA21, $1$MUA22,
$1$MUA23

Define 50 volumes and add them to avolume pool called HSM_POOL.

$ STORAGE ADD VOLUME AA0001/ POOL=HSM POOL/ MEDI A_TYPE=TA90E/ DENSI TY=COWP
$ STORAGE ADD VOLUME AA0002/ POOL=HSM POOL/ MEDI A_TYPE=TA90E/ DENSI TY=COWP

$ STORAGE ADD VOLUME AA0050/ POOL=HSM POOL/ MEDI A TYPE=TA9OE/ DENSI TY=COMP

Use the MDM S Administrator Menu to authorize user HSM$SERV ER for accessto volume
pool HSM_POOL on all nodesin the cluster. User HSM$SERVER is the only user allowed
to access volumes from this pool, thus the volumes are dedicated to HSM. If apool is not

used, the default pool for HSM$SERVER is used (if any), or the MDMS default pool is
used.

$ SLSMER
Define two archive classes for HSM, both of which  use mediafrom HSM_POOL, with
mediatype TA9OE with compaction.

$ SMJ SET ARCHI VE 1 / ADD_POOL=HSM POCL / DENSI TY=COWP / MEDI A_TYPE=TA90E
$ SMJ SET ARCHI VE 2 / ADD_POOL=HSM POCL / DENSI TY=COWP / MEDI A_TYPE=TA90E

Define the devices for HSM use, with $1$MUA 23: being dedicated for HSM use.

$ SMU SET DEVI CE $1$MUA20:, $1$MUA21:, $1$MUA22: / ARCHI VE=(1, 2)
$ SMJU SET DEVI CE $1$MUA23: /DEDI CATE=ALL / ARCHI VE=(1, 2)

Associate the default shelf with the archive classes.

$ SMJ SET SHELF /DEFAULT / ARCHI VE=(1, 2) /RESTORE=(1, 2)
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For MDM S 4.0:

The following procedure defines a media type for a basic device (TA90), adds 50 volumes of
that mediatype to a particular pool, authorizes HSM only to access that pool, and defines the
appropriate archive classes and HSM devices for these volumes.

MDMS CREATE MEDI A_TYPE/ COWP

MDVMS CREATE DRI VE$1$MJA20/ DEVI CE=$1$MJUA20/ MEDI A_TYPE=TA90E
MDVMS CREATE DRI VE$1$MUA21/ DEVI CE=$1$MJUA21/ MEDI A_TYPE=TA90E
MDVMS CREATE DRI VE$1$MUA22/ DEVI CE=$1$MJUA22/ MEDI A_TYPE=TA90E
MDVMS CREATE DRI VE$1$MJA23/ DEVI CE=$1$MJUA23/ MEDI A_TYPE=TA90E

1. Define 50 volumes and add them to a volume pool called HSM_POOL.

$ MDMS CREATE POOL HSM POOL/ AUTHORI ZED_USERS=NODE: : HSMPSERVER

$ MDMS CREATE VOLUME AA0001/ POOL=HSM POOL/ MEDI A_TYPE=TA90E/ DENSI TY=COWP
$ MDMS CREATE VOLUME AA0002/ POOL=HSM POOL/ MEDI A_TYPE=TA90E/ DENSI TY=COWP
$ MDMS CREATE VOLUME AA0050/ POOL=HSM POOL/ MEDI A_TYPE=TA90E/ DENSI TY=COWP

2. Definetwo archive classesfor HSM, both of which  use mediafrom HSM_POOL, with
mediatype TA9OE with compaction.

$ SMJ SET ARCHI VE 1 / ADD_POOL=HSM POCL / DENSI TY=COWP / MEDI A_TYPE=TA90E
$ SMJ SET ARCHI VE 2 / ADD_POOL=HSM POCL / DENSI TY=COWP / MEDI A_TYPE=TA90E

3. Definethe devicesfor HSM use, with $1$MUA23: being dedicated for HSM use.

$ SMJ SET DEVI CE $1$MUA20:, $1$MUA21:, $1$MUA22: / ARCHI VE=(1, 2)
$ SMJU SET DEVI CE $1$MJUA23: /DEDI CATE=ALL / ARCHI VE=(1, 2)

4. Associate the default shelf with the archive classes.

$ SMJ SET SHELF / DEFAULT /ARCHI VE=(1, 2) /RESTORE=(1, 2)
5.5.2 Sample TZ877 Configuration

For MDM S 2.9x:

The following procedure defines a media type and two jukeboxes for TZ877 DLT loaders,
defines 14 volumes with two volume pools, authorizes HSM to access those volume pools, and
defines the appropriate archive classes and HSM devices for these volumes.

1. Definethe mediatypein TAPESTART.COM.

$ MIYPE_1 TK85K
$ DENS_1

$ DRIVES 1 :
$1$MUIAS00: ,

$1$MUA600:

2. Definethejukebox devicesin TAPESTART.COM. The TZ877s are connected through an
HSJ controller to givethem  cluster-wide access, where the robot names (command  disk
names) are $1$DUA500: and $1$DUAG00: for devices $1$MUAS00: and $1$MUA600:

respectively.

$ NODE : =’ F$TRNLNM (" SYS$NCDE")’

$ NODE = NODE - "::" - "_*"

$!

$ TAPE_JUKEBOXES : = "JUKEBOX1, JUKEBOX2"

$ JUKEBOX1 := "'’ NODE ::$1$DUA500:, '’ NODE ::$1$MUAS00: "
$ JUKEBOX2 := "'’ NODE ::$1$DUAG00:, '’ NODE ::$1$MUAGOO: "
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Define 14 volumes and add them to two volume pools called HSM_POOL 1 and
HSM_POOL2. Thisalowsthe specification of a separate pool for each magazine result-
ing in optimal selection of volumes when shelving  files.

$ STORAGE ADD VOLUME TZ0001/ POOL=HSM POOL1/ MEDI A TYPE=TK85K

$ STORAGE ADD VOLUME TZ0007/ POOL=HSM POOL1/ MEDI A TYPE=TK85K

$ STORAGE ADD VOLUME TZ0008/ POOL=HSM POOL2/ MEDI A_TYPE=TK85K
$ STORAGE ADD VOLUME TZ0014/ POOL=HSM POOL2/ MEDI A_TYPE=TK85K

Use the MDMS Administrator Menu to authorize HSM$SERVER to access the volume
poolsfor all nodesin the cluster. User HSM$SERVER is the only user allowed to access
volumes from these pools, thus the volumes are dedicated to HSM.

$ SLSMGR

Required Privilege:

To access the Administrator Menu, you must have the OPER privilege.

5. Define two magazines containing volumes for each archive class. The magazines are

"named" HSM001 and HSM002.

$ STORAGE ADD MAGAZI NE HSMDO1/ SLOTS=7
$ STORAGE ADD MAGAZI NE HSMD02/ SLOTS=7

Bind the volumes to the magazines.

$ STORAGE BI ND TZ0001 HSMDO1/ SLOT=0

$ STORAGE BI ND TZ0007 HSMDO1/ SLOT=6
$ STORAGE BI ND TZ0008 HSMD02/ SLOT=0

él éT(PAGE BI ND TZ0014 HSMD02/ SLOT=6

IMPORT the magazines into the loaders as follows:

$ STORAGE | MPORT MAGAZI NE HSMDO1 JUKEBOX1
$ STORAGE | MPORT MAGAZI NE HSMDO2 JUKEBOX2

Define two archive classes for HSM, using mediafrom pools HSM_POOL 1 and
HSM_POOL 2, with mediatype TK85K. Note that in this configuration, each magazine con-
tains volumes for asingle archive class.

$ SMJU SET ARCHI VE 1 / MEDI A_TYPE=TK85K / ADD_POOL=HSM POOL1
$ SMJU SET ARCHI VE 2 / MEDI A_TYPE=TK85K / ADD_POOL=HSM POOL2

Define the devices for shared use.

$ SMJU SET DEVI CE $1$MJUA500:, $1$MJAG00: / ARCHI VE=(1, 2)

10. Associate the default shelf with the archive classes.

$ SMJU SET SHELF /DEFAULT / ARCHI VE=(1, 2) / RESTORE_ARCHI VE=(1, 2)

For MDM S 4.0:

The following procedure defines a media type and two jukeboxes for TZ877 DLT loaders,
defines 14 volumes with two volume pools, authorizes HSM to access those volume pools, and
defines the appropriate archive classes and HSM devices for these volumes.

Define the mediatypein MDMS DATABASE.
$ MDMS CREATE MEDI A_TYPE TK85K
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2.

Define the jukebox devicesin the MDMS DATABASE. The TZ877s are connected
through an HSJ controller to givethem  cluster-wide access, where the robot names (com-
mand disk names) are $1$DUAS500: and $1$DUAB00: for devices $1$MUAS500: and
$1$MUA600: respectively.

$ MDMS CREATE JUKEBOX JUKEBOX1/ ROBOT=$1$DUA500:

$ MDMS CREATE JUKEBOX JUKEBOX2/ ROBOT=$1$DUA600:

$ MDMS CREATE DRI VE $1$MJA500: / DEVI CE=$1$MUA500: / JUKEBOX=J UKEBOX1/
MEDI A_TYPE=TK85K

$ MDMS CREATE DRI VE $1$MJA600: / DEVI CE=$1$MJAG00: / JUKEBOX=J UKEBOX2
/ MEDI A_TYPE=TK85K

Create a pool of volumes that HSM can access and authorize HSM to use it using the fol-
lowing command :

$ MDMS CREATE POOL HSM POOL/ AUTHORI ZED_USERS=NODE: : HSMPSERVER

Define 14 volumes and add them to two volume pools called HSM_POOL 1 and
HSM_POOL2. Thisalowsthe specification of a separate pool for each magazine result-
ing in optimal selection of volumes when shelving files.

$ MDMS CREATE VOLUME TZ0001/ POOL=HSM POOL1/ MEDI A TYPE=TK85K

$ MDMS CREATE VOLUME TZ0007/ POOL=HSM POOL1/ MEDI A TYPE=TK85K

$ MDMS CREATE VOLUME TZ0008/ POOL=HSM POOL2/ MEDI A_TYPE=TK85K
$ MDMS CREATE VOLUME TZ0014/ POOL=HSM POOL2/ MEDI A_TYPE=TK85K

UseMDMSiinit volume, volume label command if you need the volumes to beinitialized.

If the volumes are already initialized, use the /Preinitialized qualifier with the MDM S Create
Volume command.

5. Define two magazines containing volumes for each archive class. The magazines are

"named" HSM001 and HSM002.

$ MDMS CREATE MAGAZI NE HSMDO1/ SLOTS=7
$ MDMS CREATE MAGAZI NE HSMD02/ SLOTS=7

Bind the volumes to the magazines.

$ MDMS MOVE VOLUME TZ0001 HSMDO1/ SLOT=0
$ MDMS MOVE VOLUME TZ0007 HSMDO1/ SLOT=6
$ MDMS MOVE VOLUME TZ0008 HSMD02/ SLOT=0
$ MDMS MOVE VOLUME TZ0014 HSMD02/ SLOT=6

IMPORT the magazines into the loaders as follows:

$ MDMS MOVE MAGAZI NE HSMDO1 JUKEBOX1
$ MDMS MOVE MAGAZI NE HSMDO2 JUKEBOX2

Define two archive classes for HSM, using mediafrom pools HSM_POOL 1 and
HSM_POOL 2, with mediatype TK85K. Note that in this configuration, each magazine con-
tains volumes for asingle archive class.

$ SMJU SET ARCHI VE 1 / MEDI A_TYPE=TK85K / ADD_POOL=HSM POOL1
$ SMJU SET ARCHI VE 2 /MEDI A_TYPE=TK85K /ADD_POOL=HSM POOL2

Define the devices for shared use.
$ SMU SET DEVI CE $1$MUA500:, $1$MUA600: / ARCHI VE=(1, 2)

10. Associate the default shelf with the archive classes.

$ SMJU SET SHELF /DEFAULT / ARCHI VE=(1, 2) / RESTORE_ARCHI VE=(1, 2)
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5.5.3 Sample TL820 Configuration

For MDM S 2.9x:

The following procedure defines a mediatype and jukebox definition for a TL820 device on the
local cluster, defines 50 volumes and adds them to a pool, authorizes HSM and other applica-
tions to access the volumes in this pool, and defines appropriate archive classes and devices for
use. In this example, the TL820 is connected to an HSJ controller with a robot name (command
disk name) of $1$DUA820:.

1

Define the mediatype in TAPESTART.COM.

$ MIYPE_1 = TK85K
$ DENS_1 =
$ DRIVES 1 := $1$MUAL00:, $1$MUA200:, $1$MIA300:

Define the jukebox device in TAPESTART.COM.

$ NODE : = ' FSTRNLNM (" SYS$NCDE")’ $ NODE = NODE - "::" - "_"
$!

$ TAPE_JUKEBOXES := "TL820_1"

$ TL820_1 := "'’ NODE ::$1$DUA820:, '’ NODE ::$1$MJAL00:, -

"7 NCDE' : : $1$MUA200:, '’ NCDE' : : $1$MKU300: "

Define 50 volumes and add them to avolume pool called TL820 POOL.

$ STORAGE ADD VOLUME ACP001 /POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ STORAGE ADD VOLUME ACP002 /POOL=TL820_POOL / MEDI A_TYPE=TK85K

?$. éT(PAGE ADD VOLUME ACPO50 /POOL=TL820_POCL / MEDI A_TYPE=TK85K

Using the MDMS Administrator Menu, authorize HSM, along with other applications such
as Sequential Media File System or Archive/Backup System to access this volume pool.

$ SLSMGR

Required Privilege:

To access the Administrator Menu, you must have the OPER privilege.

5.

The TL820 will be treated as a port |oader, rather than a magazine loader. Import all 50 vol-
umes into the loader. Note that MDM S and the TL 820 hardware determine into which slot
the volumes are loaded. HSM needs no knowledge of this.

$ STORAGE | MPORT CARTRI DGE ACP001 TL820_1
$ STORAGE | MPORT CARTRI DGE ACP002 TL820_1

$ STORAGE | MPORT CARTRI DGE ACPO50 TL820_1

Define three archive classes for HSM, all of which use mediafrom TL820 POOL, with
mediatype TK85K

$ SMJU SET ARCHI VE 1 / ADD_POOL=TL820_POOL / MEDI A TYPE=TK85K

$ SMJU SET ARCHI VE 2 / ADD_POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ SMJU SET ARCHI VE 3 /ADD_POOL=TL820_POOL /MEDI A TYPE=TK85K

Define the devicesfor HSM use. One device (drive in the TL820) is set up for dedicated
HSM use on archive class 1 only (the primary archive class).

$ SMJU SET DEVI CE $1$MJUA100:, $1$MJUA200: /ARCH VE=(1, 2, 3)
$ SMJU SET DEVI CE $1$MJA300: /DEDI CATE=ALL / ARCH VE=1
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8. Set the default shelf to utilize the archive classes:
$ SMU SET SHELF /DEFAULT / ARCHI VE=(1, 2, 3) /RESTORE=(1, 2, 3)
For MDM S 4.0:

The following procedure defines a mediatype and jukebox definition for a TL820 device on the
local cluster, defines 50 volumes and adds them to a pool, authorizes HSM and other applica-
tions to access the volumes in this pool, and defines appropriate archive classes and devices for
use. In this example, the TL820 is connected to an HSJ controller with a robot name (command
disk name) of $1$DUA820:.

1

8.

Define the mediatypein MDMS DATABASE.
$ MDMS CREATE MEDI A TYPE TK85K

Define the jukebox devicein MDMS CREATE JUKEBOX.
$ MDMS CREATE JUKEBOX TL820_1/ ROBOT=$1$DUA820

$ MDMS CREATE DRI VE $1$MJA100/ DEVI CE=$1$MJUA100: / JUKEBOX=TL820_1
/ MEDI A_TYPE=TK85K

$ MDMS CREATE DRI VE $1$MJA200/ DEVI CE=$1$MJA200: / JUKEBOX=TL820_1
/ MEDI A_TYPE=TK85K

$ MDMS CREATE DRI VE $1$MJA300/ DEVI CE=$1$MJUA300: / JUKEBOX=TL820_1
/ MEDI A_TYPE=TK85K

Create avolume pool called TL820 POOL using the MDM S CREATE POOL command
and authorize HSM$SERVER to accesiit.

$ MDMS CREATE POOL TL820_POOL/ AUTHORI ZE=NODE: : HSMBSERVER

Define 50 volumes and add them to avolume pool called TL820 POOL.

$ MDMS CREATE VOLUME ACP001 /POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ MDMS CREATE VOLUME ACP002 /POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ MDMS CREATE VOLUME ACP0O50 /POOL=TL820_POCL / MEDI A_TYPE=TK85k

The TL820 will be treated as a port |oader, rather than a magazine loader. Import all 50 vol-
umes into the loader. Note that MDM S and the TL 820 hardware determine into which slot
the volumes are loaded. HSM needs no knowledge of this.

$ MDMS MOVE VOLUME ACP001 TL820_1/ SLOT=0

$ MDMS MOVE VOLUME ACP002 TL820_1/SLOT=1
$ MDMS MOVE VOLUME ACP0O50 TL820_1/SLOr=49

Define three archive classesfor HSM, all of which use mediafrom TL820 POOL, with
mediatype TK85K
$ SMJU SET ARCHI VE 1 / ADD_POOL=TL820_POOL / MEDI A TYPE=TK85K

$ SMJU SET ARCHI VE 2 / ADD_POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ SMJU SET ARCHI VE 3 /ADD_PCOL=TL820_POOL / MEDI A_TYPE=TK85K

Define the devicesfor HSM use. One device (drivein the TL820) is set up for dedicated
HSM use on archive class 1 only (the primary archive class).

$ SMJU SET DEVI CE $1$MJUA100:, $1$MJA200: /ARCH VE=(1, 2, 3)
$ SMJU SET DEVI CE $1$MJA300: /DEDI CATE=ALL / ARCH VE=1

Set the default shelf to utilize the archive classes:

$ SMJU SET SHELF /DEFAULT / ARCHI VE=(1, 2, 3) /RESTORE=(1, 2, 3)
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5.5.4 Sample RDF-served TL820 Configuration

The following procedure defines a configuration for an RDF-served TL 820 device that resides
on aremote node. This example a so shows the client and server definitions for setting up both
nodes so that a client HSM system can access the TL820.

5.5.4.1 Definitions on Client Node
For MDM S 2.9x:

The configuration for TAPESTART.COM on the client node (the one running HSM) is as fol-
lows:

1. Definethe database node and mediatriplet in TAPESTART.COM. Because the drives are
on a RDF-served node, the node name must be specified in DRIVES _n. The RDF-served
node is named BOSTON.

$ PR : = BOSTON

$ DB_NODES : = BOSTON

$ MIYPE_1 = TK85K

$ DENS_1 =

$ DRIVES 1 := BOSTON: : $1$MUA21:, BOSTON: : $1$MUA22:, BOSTON: : $1$MIA23:

2. Definethe jukebox devicein TAPESTART.COM. All device references must be prefaced
by the node name of the RDF-served node.
$ TAPE_JUKEBOXES : = "JUKE_TL820"

$ JUKE_TL820 := "BOSTON:: $1$DUA100:, BOSTON:: $1$MUA21:, -
BOSTON: : $1$MJUA22:, BOSTON: : $1$MUA23: "

3. Define 20 volumes and add them to avolume pool called TL820_POOL.

$ STORAGE ADD VOLUME APW201 /POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ STORAGE ADD VOLUME APWR02 /POOL=TL820_POOL / MEDI A_TYPE=TK85K

?$. éT(PAGE ADD VOLUME APW220 /POOL=TL820_POOL / MEDI A_TYPE=TK85K

4, Using the MDMS Administrator Menu, authorize HSM, along with other applications such
as Sequential Media File System or Archive/Backup System to access this volume pool.

$ SLSMGR

Required Privilege:

To access the Administrator Menu, you must have the OPER privilege.

5. Definetwo archive classesfor HSM, both of whichuse mediafrom TL820 POOL, with
media type TK85K

$ SMJU SET ARCHI VE 1 / ADD_POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ SMJU SET ARCHI VE 2 / ADD_POOL=TL820_POOL / MEDI A_TYPE=TK85K

6. Definethe devicesfor HSM use. All remote devices must be set up for shared access.
The device names must match exactly those specified in DRIVES nin TAPE-
START.COM.
$ SMU SET DEVI CE BOSTON: : $1$MUA21: / REMOTE / ARCHI VE=(1, 2)

$ SMJ SET DEVI CE BOSTON: : $1$MUA22: / REMOTE / ARCHI VE=(1, 2)
$ SMJ SET DEVI CE BOSTON: : $1$MUA23: / REMOTE / ARCHI VE=(1, 2)
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7. Associated the default shelf with the archive classes.
$ SMU SET SHELF / DEFAULT / ARCHI VE=(1, 2) /RESTORE_ARCHI VE=( 1, 2)
For MDM S 4.0:

The configuration for MDMS DATABASE on the client node (the one running HSM) is asfol-
lows:

1

Create the media type as follows:
$ MDMS CREATE MEDI A TYPE TK85K

Create the juke box object asfollows:

$ MDMS CREATE JUKEBOX JUKE_TL820/ ROBOT=BOSTON: : $1$DUAL100: / NODES=<| i st of
nodes that can access this jukebox>/ SLOTS=<no of sl ots>

Create the drive objects as follows:

$ MDMS CREATE DRI VE BOSTON: : $1$MJA21/ DEVI CE=$1$MJUA21/ NODES=<I i st of nodes
that can physically acces this drive>/ MEDI A TYPE=TK85K/ JUKEBOX=JUKE_TL820

$ MDMS CREATE DRI VE BOSTON: : $1$MJA22/ DEVI CE=$1$MUA22/ NODES=<I i st of nodes
that can physically acces this drive>/ MEDI A TYPE=TK85K/ JUKEBOX=JUKE_TL820

$ MDMS CREATE DRI VE BOSTON: : $1$MJA23/ DEVI CE=$1$MUA23/ NODES=<I i st of nodes
that can physically acces this drive>/ MEDI A TYPE=TK85K/ JUKEBOX=JUKE_TL820

Create avolume pool called TL820 POOL using the MDM S CREATE POOL command
and authorize HSM$SERVER to useit.
$ MDMS CREATE POOL TL820_POOL/ AUTHORI ZE=NODE: : HSMSSERVER

Define 20 volumes and add them to avolume pool called TL820 POOL.

$ MDMS CREATE VOLUME APW201 /POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ MDMS CREATE VOLUME APW202 / POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ MDMS CREATE VOLUME APW220 /POOL=TL820_POOL / MEDI A_TYPE=TK85K

Define two archive classes for HSM, both of which use mediafrom TL820 POOL, with
mediatype TK85K

$ SMJU SET ARCHI VE 1 / ADD_POOL=TL820_POOL / MEDI A_TYPE=TK85K
$ SMJU SET ARCHI VE 2 / ADD_POOL=TL820_POOL / MEDI A_TYPE=TK85K

Define the devicesfor HSM use. All remote devices must be set up for shared access.
The device names must match exactly those specified in DRIVES nin TAPE-
START.COM.

$ SMU SET DEVI CE BOSTON: : $1$MUA21: / REMOTE / ARCHI VE=(1, 2)

$ SMJ SET DEVI CE BOSTON: : $1$MUA22: / REMOTE / ARCHI VE=(1, 2)
$ SMJ SET DEVICE BOSTON:: $1$MUA23: /REMOTE / ARCHI VE=(1, 2)

Associated the default shelf with the archive classes.

$ SMJU SET SHELF /DEFAULT / ARCHI VE=(1, 2) / RESTORE_ARCHI VE=(1, 2)
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5.5.4.2 Definitions on the RDF-served Node

For MDM S 2.9x:

The configuration for TAPESTART.COM on the RDF-served node (the one containing the
TL820 device). Note that HSM does not have to be running on the RDF-served node, but
MDMS or SLS must be installed and running. Also note that node BOSTON is the database
node for MDMS for the enterprise.

1

Define the mediatype in TAPESTART.COM. Note that because the drives are local to this
system, no node nameis specified.

$ PR : = BOSTON $ DB_NODES : = BOSTON
$ MIYPE_1 := TK85K $ DENS 1 = $ DRIVES_1 := $1$MUA21:, $1$MUA22:,
$1$MUA23:

Define the jukebox device in TAPESTART.COM.

$ NODE : = ' FSTRNLNM (" SYS$NCDE")’ $ NODE = NODE - "::" - "_"
$!

$ TAPE_JUKEBOXES : = "JUKE_TL820"

$ JUKE_TL820 := "'’ NODE'::$1$DUA100:, '’ NODE ::$1$MJA21:, -

"7 NCDE' : : $1$MUA22:, '’ NODE' :: $1$MJA23: "

The TL820 will be treated as a port |oader, rather than a magazine loader. Import all 20 vol-
umes into the loader. Note that MDM S and the TL 820 hardware determine into which slot
the volumes are loaded. HSM needs no knowledge of this. This command must be entered
at the RDF-served node.

$ STORAGE | MPORT CARTRI DGE APW201 JUKE_TL820

$ STORAGE | MPORT CARTRI DGE APW202 JUKE_TL820
$ STORAGE | MPORT CARTRIDGE APW220 JUKE_TL820

Because node BOSTON is the database node, the volume and pool authorization entered on the
client node are also valid on the server node.

For MDM S 4.0:

1

Define the Media Object
$ MDMS CREATE MEDI A TEST_MED A

Define the Jukebox Object pointing to the Jukebox being used.
$ MDMS CREATE JUKE TL820_JUKE/ SLOT=48/ ROBOT=$1$DUA810/ NODE=NODE1

(The node field should contain the names of nodes from which they are physically accessible)

3.

Define the Drive Object for the Jukebox drive to be used.

$ MDMS CREATE DRI VE/ DEVI CE=$1$MJA510/ JUKE=TL810_JUKE/ DRI VE=0/ NODE=NODE1/
MEDI A=TEST_MEDI A

The Node Field should contain the names of nodes from which the drive is physically acces-
sible, here RDServer node.

$ MDMS CREATE DRI VE/ DEVI CE=$1$MJA510/ JUKE=TL810_JUKE/ DRI VE=0/ NODE=NODE1/
MEDI A=TEST_MEDI A
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5.6 HSM Basic Mode Configuration Examples

The following example shows how to configure the default shelf, archive classes, devices and
cachesin HSM Basic mode for two different configurations:

The first example sets up two TZ877 devices for HSM use, each containing seven 20 GB
cartridges. With two archive classes, the total HSM shelf size is 140 GB.

The second example sets up an RW500 optical jukebox for use as the HSM shelf repository.

These examplesillustrate device definitions for HSM. They do not attempt to show all com-
mands needed to use HSM. For example, the following additional actions may be necessary:

Loading the HSDRIVER and (if needed) GKDRIVER (see Installation Guide)
Setting up an optional cache

Setting up policies

Starting up HSM

5.6.1 TZ877 Sample Configuration

The following procedure defines archive classes 1 and 2 for HSM use. We will assign one
TZ877 loader to each archive class. In this example, the magazine |oaders are connected directly
to aSCSI bus on node OMEGA: as such, they can only be accessed from this node.

$!

$ SMJ SET ARCHI VE 1,2

$ SMJ SET SHELF / DEFAULT / ARCHI VE=(1, 2) /RESTORE_ARCHI VE=(1, 2)
$ SMJ SET DEVICE $

1$MKA100: / ARCHI VE=1 / ROBOT_NAME=$1$GKA101:

$ SMJ SET DEVI CE $1$MKA200: / ARCHI VE=2 / ROBOT_NAME=$1$GKA201:
$ SMJ SET FACI LI TY / SERVER=QVEGA

$!

$! Confirm Setup

$!

$ SMJ SHOW ARCHI VE

HSMBARCHI VEO1 has not been used

ldentifier: 1 Medi a type: ConpacTape |11, Loader Label : HS0001
Posi ti on: 0 Device refs: 1 Shel f refs: 2

HSMBARCHI VEO2 has not been used Identifier: 1 Medi a type: ConpacTape
111, Loader Label : HS1001 Posi ti on: 0 Device refs: 1 Shel f
refs: 2

$ SMJ SHOW SHELF

Shel f HSMBDEFAULT_SHELF is enabl ed for Shelving and Unshel ving
Catal og File: SYS$SYSDEVI CE: [ HSMBSERVER. CATALOG HSMBCATALCOG. SYS
Shel f History:

Creat ed: 07-Jan- 2005 13: 16: 33. 79

Revi sed: 07-Jan- 2005 13:56: 00. 27

Backup Verification: Of

Save Ti ne: <none>

Updat es Saved: All

Archive C asses:

Archive list:

HSMBARCHI VEO1 id: 1 HSMBARCHI VEO2 id: 2 Restore |ist:
HSMBARCHI VEO1 id: 1 HSMBARCHI VEO2 id: 2

$ SMJ SHOW DEVI CE
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HSM dri ve HSMBDEFAULT_DEVI CE i s enabl ed.
Shared access: < shelve, unshelve >

Drive status: Not confi gured
Medi a type: Unknown Type
Robot nane: <none>

Enabl ed archives: <none>

HSM drive _$1$MKA100: is enabl ed.

Dedi cated access: < shelve, unshelve >
Drive status: Confi gured

Medi a type: ConpacTape |11, Loader
Robot nane: _$1$CGKA101:

Enabl ed archives: HSMBARCHI VEO1 id: 1

HSM drive _$1$MKA200: is enabl ed.

Dedi cated access: < shelve, unshelve >
Drive status: Confi gured

Medi a type: ConpacTape |11, Loader
Robot nane: _$1$GKA201:

Enabl ed archives: HSMBARCHI VEO2 id: 2

In addition, the tape volumes in each TZ877 loader must be initialized before using HSM. Either
manually (using the front panel), or by using the Media Robot Utility (MRU), load each volume
and initialize it asfollows:

$ ROBOT LOAD SLOT 0 ROBOT $1$CGKA101
$ I NI TI ALI ZE $1$MKAL100: HS0001

$ ROBOT LOAD SLOT 1 ROBOT
$1$GKA101

$ I NI TI ALI ZE 1$MKA100: HS0002

ROBOT LOAD SLOT 6 ROBOT $1$GKA101
I NI TIALI ZE $1$MKA100: HS0007
ROBOT LOAD SLOT 0 ROBCOT $1$GKA201
I NI TIALI ZE $1$MKA200: HS1001
ROBOT LOAD SLOT 1 ROBCOT $1$GKA201
I NI TIALI ZE $1$MKA200: HS1002

ROBOT LOAD SLOT 6 ROBOT $1$GKA201
I NI TIALI ZE $1$MKA200: HS1007

BB BB H B

5.6.2 RW500 Example

In this example, we are configuring 8 out of 32 plattersin an RW500 optical jukebox to be a per-
manent shelf repository for HSM. Note that the optical platters are set up as a permanent HSM
cache, with no cache flushing and no specific block size restrictions. In addition, HSM shelving
and unshelving operations must be specifically disabled on the cache devices and all other plat-
tersin the optical jukebox.

$ SMJ SET CACHE $2$JBA0: /BLOCK=0 /NO NTERVAL /H GHWATER=100 / NOHOLD
$ SMJU SET CACHE $2$JBAl: /BLOCK=0 / NO NTERVAL / H GHWATER=100 / NOHOLD

$ SMJ SET CACHE $2$JBA7: /BLOCK=0 / NO NTERVAL /H GHWATER=100 / NOHOLD
$!

$! Disable all shelving on ALL platters in the jukebox

$! $ SMJU SET VOLUME $2$JBAO: /Dl SABLE=ALL

$ SMJU SET VOLUME $2$JBAl: /D SABLE=ALL

$ SMJ SET VOLUME $2$JBA31: /DI SABLE=ALL

Note that shelving must be disabled on al platters when any of the platters are being used as an
HSM cache to avoid platter |oad thrashing.
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DFS, NFS, and PATHWORKS Access

This chapter describes the remote access features of HSM using DFS, NFS, or PATHWORKS.

6.1 DFS, NFS & PATHWORKS Access Support

HSM Version 4.3 supports file access to shelved files on client systems where access is through
DFS, NFS and PATHWORKS. At installation, HSM sets up such access by default. However,
you may want to review this access and changeit as needed, because it can potentially affect all
accesses.

6.1.1 DFS Access

File faulting (and therefore file events) work as expected, with the exception of CTRL-Y /exit.
Typing CTRL-Y exit during afile fault has no effect. The client side process waits until the file
fault completes and the file fault is not canceled.

In addition, with DFS one can determine the shelving state of afile just asif the disk was local
(i.e. DIRECTORY/SHELVED and DIRECTORY/SELECT both work correctly).

The shelve and unshel ve commands do not work on files on DFS-served devices. The com-
mands do work on the VM Scluster™ that has local access to the devices, however.

6.1.2 NFS Access

The normal default faulting mechanism (fault on data access), does not work for NFS-served
files. The behavior isasif thefileisazero-block sequentia file. Performing "cat" (or similar
commands) results in no output.

However, at installation time, HSM Version 4.3 enables such access by defining a logical name
that allows file faults on an OPEN of afile by the NFS process. By default, the following system
and cluster wide logical nameis defined:

$ DEFI NE/ SYSTEM HSMBFAULT_ON_OPEN " NFS$SERVER"

This definition supports access to NFS-served files upon an OPEN of afile. If you do not want
NFS accessto shelved files, simply de-assign the logical name as follows:

$ DEASSI GV SYSTEM HSMBFAULT_ON_OPEN
For a permanent change, this command should be placed in:

SYS$STARTUP: HSMBLOGI CALS. COM
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For NFS-served files, file events (device full and user quota exceeded) occur normally with the
triggering process being the NFS$SERV ER process. The quota exceeded event occurs normally
because the any files extended by the client are charged to the client’s proxy not NFS$SERVER.

If the new logical is defined for the NFS$SERVER, the fault will occur on OPEN and appears
transparent to the client, with the possible exception of messages as follows:

% cat /usr/oreo/shelve_test.txt.2
NFS2 server oreo not responding still trying NFS2 server oreo ok

The first message appears when the open doesn’t complete immediately. The second message
(ok) occurs when the open completes. The file contents, in the above example, are then dis-
played.

Typing CTRL-C during the file fault returns the user to the shell. Since the NFS server does not
issue an |0$_CANCEL against the faulting 1/O, the file fault is not canceled and the file will be
unshelved eventually.

It is not possible from the NFS client to determine whether a given file is shelved. Further, like
DFS devices, the shelve and unshelve commands are not available to NFS mounted devices.

6.1.3 PATHWORKS

Normal attempts to access a shelved file from a PATHWORK S client initiate afile fault on the
server node. If the file is unshelved quickly enough (e.g. from cache), the user sees only the
delay in accessing the file. If the unshelve is not quick enough, an application-defined timeout
occurs and a message window pops up indicating the served disk is not responding. The timeout
value varies on the application. No retry is attempted. However, this behavior can be modified
by changing HSM’s behavior to a file open by returning a file access conflict error, upon which
most PC applicationsretry (or allow the user to retry) the operation after a delay. After afew
retries, the filefault will succeed and thefile can be accessed normally. To enable PATHWORKS
access to shelved files using the retry mechanism, HSM defines the following logical name on
installation:

$ DEFI NE/ SYSTEM HSMSFAULT_AFTER_OPEN " PCFS_SERVER, PWRK$LMSRV"
This definition supports access to PATHWORKS files upon an OPEN of afile. If you do not
want PATHWORKS to access shelved files viaretries, simply de-assign the logical name as fol-
lows:

$ DEASS| GN/ SYSTEM HSMBFAULT_AFTER_OPEN
For a permanent change, this command should be placed in:

SYS$STARTUP: HSMBLOGI CALS. COM

The decision on which access method to use depends upon the typical response time to access
shelved files in your environment.

If the logical name is defined, HSM imposes a 3-second delay in responding to the OPEN
request for PATHWORK S accesses only. During thistime, the file may be unshelved: otherwise,
a"background" unshelve isinitiated which will result in a successful open after a delay and
retries.
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At this point, the file fault on the server node is under way and cannot be canceled.

The affect of the access on the PC environment varies according to the PC operating system. For
windows 3.1 and DOS, the computer waits until the fileisunshelved. For Windows NT and
Windows-95, only the windows application itself waits.

File events (device full and user quota exceeded) occur normally with the triggering process
being the PATHWORKS server process. The quota exceeded event occurs normally because the
any files extended by the client are charged to the client’s proxy not the PATHWORKS server.

It isnot possible from a PATHWORKS client to determine whether afileis shelved. In addition,
thereisnoway to shelve or unshelve files explicitly (viashelve- or  unshelve-like com-
mands). There is aso no way to cancel afile fault onceit has been initiated.

Most PC applications are designed to handle "file sharing" conflicts. Thus, when HSM detects
the PATHWORK S server has made an access request, it caninitiate unshelving action, but return
"file busy". The typica PC application will continue to retry the original open, or prompt the
user to retry or cancel. Once the file is unshelved, the next OPEN succeeds without shelving
interaction.

6.1.4 New Logical Names for NFS and PATHWORKS Access

Asjust discussed, HSM supports two logical names that alter the behavior of opening ashelved
file for NFS and PATHWORK S access support. These are:

+  HSM$FAULT_ON_OPEN - Thislogica nameforces afile fault on an Open of afilefor the
processes listed in the equivalence name, and the open waits until the file fault is complete.
Designed for use with the NFS server.

HSM$FAULT_AFTER OPEN - Thislogical name forces a deferred file fault on thefile
when it isopened. If the fault completes within three seconds, the open completes success-
fully, otherwise it fails with "file busy", but initiates a "background" file fault. Repeated
attemptsto open the file will eventually succeed. Designed for use with the PATHWORKS
Server.

The default behavior isto perform no file fault on Open; rather the file fault occurs upon aread
or write to the file.

Each logical hame can take alist of process namesto alter the behavior of file faults on open. For
example:

$ DEFI NE/ SYSTEM HSMBFAULT_ON_OPEN " NFS$SERVER, USER_SERVER, SM TH'

The HSM$FAULT_ON_OPEN can also be assigned to "HSM$ALL", which will cause afile
fault on open for all processes. This option is not allowed for HSM$FAULT _AFTER_OPEN.

Astheselogicas are defined to allow NFS and PATHWORKS access, they are not recom-
mended for use with other processes, since they will cause many more file faults than are actu-
ally needed in anorma OpenVMS environment. When used, the logicals must be system-wide,
and should be defined identically on all nodes in the VM Scluster™ environment.

These logical name assignments or lack thereof take effect immediately without the need to
restart HSM.

DFS, NFS, and PATHWORKS Access 6-3






A

HSM Basic Mode Installation Example

This appendix contains a sample HSM Basic mode installation on aVAX system. Upon comple-
tion of the actual installation, this example runsthe | VP to determine whether the installation
was correct.

Note

HSM must be shut down using $ SMU SHUTDOWN on theinstallation system and all
VM Scluster ™ nodes that use the installation system’s system disk before you install
the new version of the HSM software, otherwise the installation fails.

@ys$updat e: visi nstal  HSMD43 DKA100: [ PRAS. HSMKI T043]

OpenVMs VAX Sof tware Product |nstallation Procedure V7.1

I't is 07-Jan-2005 at 03:46.

Enter a question mark (?) at any tine for help.

%/MSI NSTAL- W NOTSYSTEM  You are not |ogged in to the SYSTEM account.

%/MSI NSTAL- W ACTI VE, The foll owing processes are still active:
DECWSTE_0119

* Do you want to continue anyway [NQ ? yes

* Are you satisfied with the backup of your system di sk [ YES]?

The followi ng products will be processed:

HSM V4. 3

Begi nning installation of HSM V4.3 at 03: 46

%/MSI NSTAL- | - RESTORE, Restoring product save set A ...

%/MSI NSTAL- | - RELMOVED, Product's rel ease notes have been noved to SYS$HELP.

D e XX

* Hi erarchi cal Storage Managenent (HSM *
* for OpenVMs V4.3 Installation *
* *

* Copyright ©Hew ett-Packard Devel opnment Conpany, LP, 2005 *
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* Al Rights Reserved. Unpublished rights reserved under the *
* copyright laws of the United States. *
ok k ko k ok K ko k ok Kk k ok Rk kK ko k ok ok ko ko ok ko ko kR K Rk Kk K kK
Do you want to purge files replaced by this installation [YES]?
Do you want to run the IVP after the installation [YES]?
*** HSM Li cense ***
Correct installation and operation of this software requires that one
of the follow ng Product Authorization Keys (PAKs) reflecting your
software license be present on this system
HSM SERVER
HSM USER
*** HSM Li cense ***

Correct installation and operation of this software requires that one of
the followi ng Product Authorization Keys (PAKs) reflecting your sof twar e
license be present on this system

HSM SERVER
HSM USER
* Does this product have an authorization key registered and | oaded [ YES] ?
*** HSM Mbde ***
Wth this version, HSM can operate in one of two possible nodes:

BASI C - The standal one HSM product which supports a limted nunber of near-
line and offline devices.

PLUS - The integrated HSM product, integrated with Media, Device and Manage-
ment Services (MDMS) which supports an expanded nunmber of nearline and
of fline devices.

NOTE: MDMS or SLS V2. 8A or newer nust be installed before installing HSM PLUS
mode. Al so, once files are shelved in PLUS node, you may *not* change back to
BASI C node.

Enter BASIC or PLUS to select the npde in which you want HSM to operate.
* Enter the node to install [PLUS]:
%HSMA- | - MODE, Installing HSM V4.3 PLUS node
9%/MSI NSTAL- | - ACCOUNT, This installation updates an ACCOUNT naned HSMBSERVER
%JAF- | - NDFYMSG, user record(s) updated
9%/MSI NSTAL- | - ACCOUNT, This installation updates an ACCOUNT naned HSMBSERVER

%JAF- | - NDFYMSG, user record(s) updated
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9%/MSI NSTAL- | - ACCOUNT, This installation updates an ACCOUNT naned HSMBSERVER
%JAF- | - NDFYMSG, user record(s) updated

%ISMA- | - CHKQUO, Checki ng for DI SKQUOTAs on devi ce SYS$SYSDEVI CE:

%/MSI NSTAL- | - RESTORE, Restoring product save set B ...

%ISMA- | - CHKMRU, Checki ng version of Media Robot Utility (MRD$SHR EXE)

%HSMA- | - CHKHSD, Checki ng for updated version of HSDRI VER

This installation procedure will provide a newer HSDRI VER EXE Conpatible to
HSM V4.3 than the one that is currently | oaded on your system This driver is
not unl oadabl e.

Do not run HSMV4. 3 with the HSM V4.0 and | ower versions of driver installed.
Doi ng so may crash you system

To conplete the installation of this product, you should reboot the system
If it is not convenient to reboot at this time, then enter NOto the foll ow ng
questi on.

If you enter NO the installation procedure will continue.

* WIIl you allow a system shutdown after this product is installed [YES]?
* How many minutes for system shutdown [O0]:

* Do you want to do an automatic system reboot [YES]? yes

HSMA- | - NO VP, Systemreboot required, |VP will not be run

The file SYS$STARTUP: HSMBSTARTUP. COM cont ai ns speci fi ¢ commands needed to
start the HSM Software. This file should not be nodified.

To start the software at systemstartup tine, add the line
$ @YS$STARTUP: HSMESTARTUP. COM
to the system startup procedure SYS$MANAGER SYSTARTUP_VMS. COM

The file SYS$SYSTEM SETFI LENOSHELV. COM shoul d be executed to set all system
disk files as NON-SHELVABLE. This is inportant to preserve the integrity of
your system di sk.

Thi s procedure can subnmit SETFILENOSHELV. COMto a batch execution queue for
you as a post-installation task.

* Do you want to submit SETFI LENOSHELV. COM [ YES] ?

Khkkhkkhhkhkhhkhhkhhkhhhkhhkhhhhhkhhkhhkhhkhhkhhkhhhkhhkhhkhhhkhkhhkkhkhkkkkhkhkkkx k%
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* | MPORTANT *
IR E SRR R EEEEEEEEEEEEEEREEREEEEEEEEESEREEREREESEESEEREEEEEEEEESEESEEEEEEES
* When you upgrade to a new version of VMS you shoul d invoke *
* SYS$SYSTEM SETFI LENOCSHELV. COM agai n. The installation of VMS *
* does not and will not automatically set your system disk *
* files to NON SHELVABLE for you. *
IR E SRR R EEEEEEEEEEEEEEREEREEEEEEEREESEREEREREEEESEEREEEEESEEEEESESEEEEEEESE
%HSMA- | - DONEASK, No further questions will be asked during this installation

- HSMA- | - DONEASK, The installation should take |ess than 10 minutes to com
pl ete.

This software is proprietary to and enbodi es the confidential technol ogy of
HP. Possession, use, or copying of this software and nedia is authorized only
pursuant to a valid witten license fromHP or an authorized sublicensor

Restricted Rights: Use, duplication, or disclosure by the U S. Governnent is
subject to restrictions as set forth in subparagraph (c)(1)(ii) of DFARS
252.227-7013, or in FAR 52.227-19, or in FAR 52.227-14 Alt. 111, as applica-
bl e.
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HSM Plus Mode Installation Example

This appendix contains asample HSM Plus mode installation on a VA X system. In thisinstance,
HSM Version 4.3 isinstalled over an existing HSM environment. Upon completion of the actual
installation, this example runs the IV P to determine whether the installation was correct.

Note

HSM must be shut down using $ SMU SHUTDOWN on theinstallation system and all
VM Scluster ™ nodes that use the installation system’s system disk before you install
the new version of the HSM software, otherwise, the installation fails.

$ @YS$UPDATE: VMSI NSTAL HSMD43 DI SK$: [ DI R]

OpenVMs VAX Sof tware Product |nstallation Procedure V6.1

I't is 07-Jan-2005 at 14:40.

Enter a question mark (?) at any tine for help.

* Are you satisfied with the backup of your system di sk [ YES]?
The followi ng products will be processed:

HSM V4. 3

Begi nning installation of HSM V4.3 at 14: 40

%/MSI NSTAL- | - RESTORE, Restoring product save set A ...

9/MSI NSTAL- | - RELMOVED, Product' s rel ease notes have been noved t o SYS$HELP.
Restoring product save set A ...

Product’ srel ease notes have been noved to SYS$HELP.

D e X X

* Hi erarchi cal Storage Management (HSM *
* for OpenVMS V4.3 Installation *
* *
* Copyright(c) Hew ett-Packard Devel opment Conpany, LP, 2005 *
* Al Rights Reserved. Unpublished rights reserved under the *
* copyright laws of the United States. *

D X X

* Do you want to purge files replaced by this installation [YES]?

* Do you want to run the IVP after the installation [YES]?

*** HSM Li cense ***

Correct installation and operation of this software requires that one

of the follow ng Product Authorization Keys (PAKs) reflecting your
software license be present on this system

HSM SERVER

HSM USER

* Does this product have an authorization key registered and | oaded [ YES] ?
* k% HSM 'vbde * k%

Wth this version, HSM can operate in one of two possible nodes:

BASI C - The standal one HSM product which supports a limted nunber of near-
line and offline devices.

PLUS - The integrated HSM product, integrated with Media, Device and Manage-
ment Services (MDMS) which supports an expanded nunmber of nearline and

of fline devices.

NOTE: MDMS V4.3 or SLS V2.9H software nust be installed before installing HSM
PLUS node. Al so, once files are shelvedin PLUS npde, you may *not* change
back to BASI C npde.
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Enter BASIC or PLUS to select the npde in which you want HSM to operate.
* Enter the node to install [PLUS]:

%ASM | - MODE, |nstalling HSM V4.3 PLUS node

9%/MSI NSTAL- | - ACCOUNT, Thisinstallation updates an ACCOUNT named HSMBSERVER.
%JAF- | - NDFYMSG, user record(s) updated

9%/MSI NSTAL- | - ACCOUNT, This installation updates an ACCOUNT naned HSMBSERVER
%JAF- | - NDFYMSG, user record(s) updated

9%/MSI NSTAL- | - ACCOUNT, Thisinstallationupdates an ACCOUNT named HSMBSERVER.
%JAF- | - NDFYMSG, user record(s) updated

%ISM | - CHKQUO, Checki ng for DI SKQUOTAs on devi ce SYS$SYSDEVI CE:

%/MSI NSTAL- | - RESTORE, Restoring product save set B ...

%ISM | - CHKMRU, Checki ng version of Media Robot Utility (MRD$SHR EXE)
%HSM | - CHKHSD, Checki ng for updated versi on of HSDRI VER

The file SYS$STARTUP: HSMBSTARTUP. COM cont ai ns speci fi ¢ commands

needed to start the HSM Software. This file should not be nodified.

To start the software at systemstartup tine, add the line

$ @YS$STARTUP: HSMBSTARTUP. COM t 0 the system startup procedure SYSSMAN-
AGER: SYSTARTUP_VMS. COM

The file SYS$SYSTEM SETFI LENOSHELV. COM shoul d be executed to set all system
disk files as NON-SHELVABLE. This is inportant to preserve the integrity of
your system disk. This procedure can submit SETFI LENOSHELV. COM to a batch
execution queue for you as a post-installation task.

* Do you want to submit SETFI LENOSHELV. COM [ YES] ? NO

LR R

* | MPORTANT *
IR E SRR R EEEEEEEEEEEEEEREEREEEEEEEEESESEEREREEEESEREEEEEEEEESEESEEEEEEES
* When you upgrade to a new version of VMS you should invoke *
* SYS$SYSTEM SETFI LENOSHELV. COM agai n. The installation of VMS *
* does not and will not automatically set your system disk *
* files to NON SHELVABLE for you. *

EE R

%HSM | - DONEASK, No further questions will be asked during thisinstallation.
-HSM | - DONEASK, The installation should take | ess than 10 minutes to com
pl ete.

This software is proprietary to and enbodi es the confidential technol ogy of
HP. Possession, use, or copying of this software and nedia is authorized
only pursuant to a valid witten license fromHP or an authorized sublicen-
sor. Restricted Rights: Use, duplication, or disclosure by the U S. Covern-
ment is subject to restrictions as set forth in subparagraph (c)(1)(ii) of
DFARS 252.227-7013, or in FAR 52.227-19, or in FAR 52.227-14 Alt. 11l as
appl i cabl e.

%/MSI NSTAL- | - MOVEFI LES, Files will now be noved to their target directo-
ries...

%HSMPOST- | - START, executing HSM Post-Install ati on procedure
%HSMPOST- | - SMUDBCONVERT, converting SMJ dat abases

YSMJUDBCONVERT- | - ARCHI VE, converting SMJ archi ve dat abase
YSMJUDBCONVERT- | - CURRENT, SMJ archi ve database conversion not required
YSMUDBCONVERT- | - CACHE, converting SMJ cache dat abase

YSMUDBCONVERT- | - CURRENT, SMJ cache dat abase conversion not required
YSMUDBCONVERT- | - CONFI G, converting SMJ shel f dat abase
YSMUDBCONVERT- S- CONFI G, SMJ shel f dat abase converted

YSMUDBCONVERT- | - DEVI CE, converting SMJ devi ce dat abase
Y%SMUDBCONVERT- S- DEVI CE, SMJ devi ce dat abase converted
YSMJUDBCONVERT- | - POLI CY, converting SMJ policy database
YSMUDBCONVERT- S- POLI CY, SMJ pol i cy dat abase converted
YSMJUDBCONVERT- | - VOLUME, converting SMJ vol une dat abase
YSMUDBCONVERT- S- VOLUME, SMJ vol unme dat abase converted

%HSMPOST- S- SMUDBCONVERT, SMU dat abases successful ly converted
%HSMPOST- | - CATCONVERT, converting default catal og

%HSMPOST- | - CATCURRENT, cat al og conversion not required

%HSMPOST- | - CATATTRUPD, updating catalog file attributes

%HSMPOST- S- CATATTRUPD, catalog file attributes updated

%HSMPCOST- | - SETMODE, setting HSM node to PLUS

%HSMPOST- | - DONE, HSM post-installation procedure conplete

*** HSM for OpenVMs V4.3 Installation Verification Procedure (IVP) ***
Copyright (c) Hew ett-Packard Devel opment Conpany, LP, 2005

%HSM | - | VPSTART, starting HSM shelving facility on node NODE

YSMJ- S- SHP_STARTED, shel f handl er process started 000000C3

YSMJ- S- PEP_STARTED, policy execution process started 000000C4
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HSM Shel f Handl er version - V4.3 (BL46), Jan 05 2005
HSM Shel ving Driver version - V4.3 (BL46), Jan 05 2005
HSM Pol i cy Execution version - V4.3 (BL46), Jan 05 2005
HSM sShel f Managenent version - V4.3 (BL46), Jan 05 2005
HSM for OpenVMs is enabl ed for Shelving and Unshel vi ng
Facility history:

Cr eat ed: 07-Jan-2005 14:52:28. 26
Revi sed: 07-Jan-2005 14:52:41. 83
Desi gnat ed servers: Any cluster menber
Current server: NODE

Cat al og server: Di sabl ed

Event | oggi ng: Audit Error Exception
HSM node: Basi c

Remai ning |icense: Unlimted

%SMJ- | - CACHE_CREATED, cache devi ce _NODE$DKB300: created

%8MJ- | - SHELF_UPDATED, shel f HSMBDEFAULT_SHELF updat ed

%SMJ- | - VOLUVE_CREATED, vol unme _NODE$DKB300: created

YSHELVE- S- SHELVED, file SYS$COMMON: [ SYSTEST. HSM HSM | VP1. TMP; 1 shel ved
QNSHELVE- S- UNSHELVED, file SYS$COMMON: [ SYSTEST. HSM HSM | VP1. TMP; 1 unshel ved
YSHELVE- S- SHELVED, file SYS$COMMON: [ SYSTEST. HSM HSM | VP2. TMP; 1 shel ved

%HSM | - UNSHLVPRG, unshel ving fil e NODE$DKB300: [ SYSCOMON. SYST-

EST. HSM HSM | VP2. TMP; 1

%8MJU- | - POLI CY_CREATED, policy HSMsI VP_POLI CY creat ed

%8MJ- | - SCHED_CREATED, schedul ed policy HSMI VP_POLI CY for vol une
_NODE$DKB300: was created on server NODE Job _NODE$DKB300: (queue

HSMBEPOLI CY_NODE, entry 5) started on HSMSPOLI CY_NODE

%HSM | -1 VPWAI'T, waiting for HSMBI VP_POLICY to execute...

YHSM | -1 VPWAI'T, waiting for HSMBI VP_POLICY to execute...

QINSHELVE- S- UNSHELVED, file SYS$COMMON: [ SYSTEST. HSM HSM | VP3. TMP; 1 unshel ved
%HSM | - | VPSHUT, shutting down HSM shelving facility on node NODE

%HSM | - | VPSHUTWAI T, waiting for HSMto shutdown...

%HSM | - | VPSHUTWAI T, waiting for HSMto shutdown...

*** The | VP for HSM V4.3 was successful! ***

Hi erarchi cal Storage Managenent (HSM for OpenVMs, Version T4.1
Copyright (c) Hew ett-Packard Devel opment Conpany, LP, 2005.
YSMJ- S- SHP_STARTED, shel f handl er process started 00000103
YSMJ- S- PEP_STARTED, policy execution process started 00000104
HSM for OpenVMs is enabl ed for Shelving and Unshel vi ng

Facility history:

Cr eat ed: 07-Jan-2005 14:51:04. 15
Revi sed: 07-Jan-2005 14:54:03. 89
Desi gnat ed servers: Any cluster menber
Current server: NODE

Cat al og server: Di sabl ed

Event | oggi ng: Audi t

Error Exception

HSM node: Basi c

Remai ning |icense: Unlimted

HSM Sof t war e has been successfully started
Installation of HSM T4.1 conpl eted at 14:55
VMSI NSTAL procedure done at 14:55
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HSM Logicals

C.1 HSM Logical Names

Thefollowing isthelist of logical names entered into the logical name tables when HSM soft-
ware isinstalled. These names are defined by the product’s startup file. They are automatically
entered into these logical name tables whenever the system reboots or whenever the softwareis
invoked.

( LNMBPROCESS_TABLE)

(LNMBJOB_8CE40840)

( LNMBGROUP_000107)

(LNMBSYSTEM TABLE)

"HSMBCATALOG' = " DI SK$USERL: [ HSMBSERVER. CATALOG] "
"HSMBFAULT_AFTER OPEN' = "PCFS_SERVER, PWRK$LMSRV"
"HSMBFAULT_ON_OPEN' = " NFS$SERVER'

“HSMBLOG' = "Dl SK$USERL: [ HSMBSERVER. LOG] "
"HSMBMANAGER" = " DI SK$USERL: [ HSMBSERVER. MANAGER] "
" HSMBPEP_REQUEST" = "MBA454:"

" HSMBPEP_RESPONSE" = " MBA455: "

"HSMBPEP_TERM NATI ON' = "MBA427:"

" HSMBREPACK_DURATI ON' = "0Q"

"HSMBROOT" = " DI SK$AI M2: [ HSMPROOT. | "

" HSMBSHP_REQUEST" = "MBA451:"

" HSMBSHP_RESPONSE" = " MBA452:"

" HSMBSHP_URGENT" = " NMBA450: "

( DECWELOG CAL_NAMES)

"HSMBVMS_BACKUP"=1 (This logical will be defined automatically only on VMS
versions higher than 7.3-1.)
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HSM Files

D.1 HSM File Names

The HSM installation procedure creates severa files on your system. Table D—1 on page 1lists
and describes the files installed on server and client nodes. File names with an asterisk (*) pre-
ceding them are installed only on server nodes.

SYS$SYSDI SK: [ SYSHLP] HSMD43_COPR_GD. PDF - HSM Cui des to Operati ons
SYS$SYSDI SK: [ SYSHLP] HSMD43_CVD_GD. PDF - HSM Conmend Ref er ence CGui de

SYS$SYSDI SK: [ SYSHLP] HSMD43_INS_GD. PDF - HSM I nstal | ati on Gui de

Table D-1 HSM Files Installed

Name Description

HSM$SERV ER:directory

CATALOGDIR Directory where the HSM catalog databases are kept

LOGDIR Directory where HSM audit and error logs are kept

MANAGER.DIR Directory where the HSM management databases are
kept

SETFILENOSHELV.LOG Shows which files were set non- shelvable directory

HSM$SERVER.CATALOG:directory

HSM$CATALOG.SYS Thisisthe default catalog database. The user may define
other catalogs that would be placed in this directory.

HSM$SERVER.MANAGER:_directory

HSM$ARCHIVE_DB.SMU Contains the archive class database
HSM$CACHE_DB.SMU;1 Contains HSM cache database
HSM$CONFIG_DB.SMU;1 Contains system configuration database
HSM$DEVICE_DB.SMU;1 Contains HSM device database
HSM$POLICY_DB.SMU;1 Contains HSM policy database

HSM$SHELF_LOG_CONFIGTXT;1
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D.1 HSM File Names

HSM Files D-2

Table D-1 HSM Files Installed

Name

HSM$SHP_REQUEST.SY S;1

HSM$SHP REQUEST_SYS;1
HSM$VOLUME_DB.SMU;1
HSM$SERVER.LOG:_directory
HSM$PEP_AUDIT.LOG
HSM$PEP_ERROR.LOG;1
HSM$SHELF HANDLER.LOG;1
HSM$SHELF_PEPLOG;1
HSM$SHP_AUDIT.LOG;1

HSM$SHP_ERROR.LOG;1

Description

Keeps arecord of the shelf-handler requests for the clus-
ter

Keeps arecord of the shelf_handler requestsfor the node
Contains HSM Volume database.

Event audit log of HSM policy execution
Error log of HSM policy execution

Log file of shelf handler process

Log file of Policy execution process
Event audit log of shelf handler activity

Error log of shelf handler activity
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MDMS V4.3 Rights and Privileges

This appendix has explanation for MDM S user rights and privileges.

Every MDMS user/potential user will be assigned zero or morerightsin their SY SUAF file.
These rights will be examined on a per-command basis to determine whether a user has suffi-
cient privilegeto issue acommand. The command is accepted for processing only if the user has
sufficient privilege. In case the user has no rights the entire command is rejected.

Each right has a name in the following format:

MDMS_r i ght nane.

Rights are looked-up on the client OpenVM S node that receives the request, as such each user
must have an account on the client node.

» inthe case of DCL commands and applications, this would be the node at which the request
isissued.

« fromthe GUI, it is the node whose MDM S$SERV ER process receives the request.
Therights are translated into a bitmap and passed to the database server for validation.

E.1 MDMS Rights - Types

MDMS has the following rights:

» High-levd rights
* Low level rights

E.1.1 High Level Rights

Theserights are designed for aspecific kind of user, to support atypical MDM S installation, and
make the assignments of rights to users easy. The three high-level MDMS rights, the default
right, administrator right and the additional right are described in Table E-1
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E.1 MDMS Rights - Types

Table E-1 High Level Rights

High level right

MDMS_USER

MDMS_APPLICATION

MDMS_OPERATOR

Default Right
A hidden high-level right

MDMS_ALL_RIGHTS
Administrator Right

Additional Right

MDMS_USER

MDMS_APPLICATION
MDMS_OPERATOR

Default Right
A hidden high-level right

MDMS_ALL_RIGHTS
Administrator Right

Additional Right

Allows Privileges for...

A non-privileged MDM S user who wants to use MDM S to manage tape
volumes for BACKUP, ABS or HSM purposes

Main applications that MDM S supports - ABS and HSM server pro-
cesses

The user responsible for day-to-day operationsin the MDMS environ-
ment.

The low levd rights contained in it, for users with no MDM Srights.
They are additional to any specific rights a user may have been granted.
It isthe default right. By default, there are no low-level rights assigned
to the default right. If rights are assigned to the default right, they apply
to all usersin the system, since every user is effectively granted the
default right. The default right can be disabled with the
MDMS NO _DEFAULT identifier in auser's UAF file.

A system administrator to perform any operation.
MDMS _ALL_RIGHTS can be enabled with the OpenVMS
SYSPRYV privilege.

All operations.

A non-privileged MDM S user who wants to use MDM S to manage tape
volumes for BACKUP, ABS or HSM purposes

Main applications MDM S supports - ABS and HSM server processes
User responsible for day-to-day operations in the MDMS environment.

The low levd rights contained in it, for users with no MDM Srights.
They are additional to any specific rights a user may have been granted.
It is the default right. By default, there are no low-level rights assigned
to the default right. If rights are assigned to the default right, they apply
to all usersin the system, since every user is effectively granted the
default right. The default right can be disabled with the
MDMS NO _DEFAULT identifier in auser's UAF file.

A system administrator to perform any operation.
MDMS _ALL_RIGHTS can be enabled with the OpenVMS
SYSPRYV privilege.

All operations.

You can disable the mapping of SYSPRV to MDMS_ALL_RIGHTS using aSET DOMAIN

command
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E.1 MDMS Rights - Types

E.1.2 Low-level rights

Each command or command option will be tagged with one or more low-level rightsthat are
needed to perform the operation. Where more than one right is specified, the command indicates
the appropriate combination of rights needed. The MDM S administrator can assign a set of low-
level rightsto each high-leve right. The administrator can then simply assign the high-level
right to the user.

MDMS trangates the high-level right to respective low-level rights while processing a com-
mand. For additional flexibility, the user can be assigned a combination of high-level and low-
leve rights. The result will be asum of all rights defined.

The default set of mapping of high-level to low-level rightswill be assigned at installation (by
default) and stored in the domain record. However, the MDM S administrator can change these
assignments by using the SET DOMAIN command.

Note

By default a user hasnorightsand cannot use MDMS. The system administrator can
changethe ‘rightless user’srightsusinga SET DOMAIN command. Theserightscan
again bedisabled on a per-user basisas needed.

Thelow-level rights are designed to be applied to operations. A given command, with agiven set
of qualifiers or options, requires the sum of the rights needed for the command and all supplied
options. In many cases some options require more privilege than the command, and that higher
privilege will be applied to the entire command if those options are specified.

The following are usable low level rights:

Table E-2 Low Level Rights

Low Level Right Name

MDMS_ALL_RIGHTS

MDMS ALLOCATE ALL
MDMS ALLOCATE_OWN
MDMS ALLOCATE_POOL
MDMS ASSIST

MDMS BIND_ALL

MDMS BIND_OWN

MDMS CANCEL_ALL
MDMS CANCEL_OWN
MDMS CANCEL_POOL
MDMS CREATE ALL
MDMS CREATE_POOL
MDMS DEALLOCATE ALL

MDMS_DEALLOCATE_OWN

Allows Privilege to:

Enable all operations
(Thisright is for the system administrator,)

Allocate volumes or drives for any user
Allocate a drive and become “owner”
Allocate a volume from an authorized pool
Request operator assistance on cals

Bind any volumes together in a volume set
Bind owned volumes together in avolume set
Cancel any request

Cancel one's own requests

Cancel arequest of amember of the same pool
Create any database object

Create volumes in a pool authorized to user
Deallocate volumes for any user

Deallocate an owned volume or drive
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Table E-2 Low Level Rights

Low Level Right Name

MDMS DELETE ALL
MDMS DELETE_POOL
MDMS INITIALIZE ALL
MDMS _INITIALIZE_POOL
MDMS INVENTORY ALL
MDMS LOAD_ALL

MDMS LOAD_OWN
MDMS LOAD_POOL
MDMS LOAD_SCRATCH
MDMS MOVE_ALL

MDMS MOVE_OWN
MDMS MOVE_POOL
MDMS SET ALL

MDMS _SET_PROTECTED
MDMS _SET_OWN

MDMS SET_POOL

MDMS SET_RIGHTS
MDMS SHOW ALL

MDMS SHOW_OWN
MDMS_SHOW_POOL
MDMS SHOW RIGHTS
MDMS UNBIND_ALL
MDMS_UNBIND_OWN
MDMS UNLOAD_ALL
MDMS UNLOAD_OWN

MDMS_UNLOAD_POOL

Allows Privilege to:

Delete any database object

Delete volumes in pool authorized to user
Initialize any volume

Initialize a volume in pool authorized to user
Perform inventory on any jukebox

Load any volumes including scratch volumes
Load owned volumes into drives

Load volumesin pool authorized to user
Load scratch volumes

Move any volume

Move owned volumes

Move volumes in pool authorized to user
SET (modify) any database object

SET internal MDMS attributes in an object

SET (modify) volumes allocated to user

SET (modify) volumes in pool authorized to user

SET (modify) rightsin the domain
SHOW or REPORT any database object

SHOW or REPORT volumes allocated to user

SHOW or REPORT volumes in pool authorized to user

Show rights with a SHOW DOMAIN/FULL
Unbind any volumes

Unbind owned objects from a volume set
Unload any volumes or drives

Unload volumes dlocated to user from adrive

Unload volumes in pool authorized to user
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E.2 Default High-Level to Low-Level Mapping

This section defines the default high to low-level mapping for each high-level right.

E.2.1 MDMS_USER:

Table E-3 MDMS_USER Rights

MDMS User...

MDMS ALLOCATE_OWN
MDMS ALLOCATE_POOL
MDMS ASSIST

MDMS BIND_OWN

MDMS CANCEL_OWN
MDMS DEALLOCATE_OWN
MDMS LOAD_OWN

MDMS SHOW_OWN
MDMS_SHOW_POOL
MDMS_UNBIND_OWN

MDMS_UNLOAD_OWN

Allows privilege to...

Allocate a drive and become “ owner”

Allocate a volume from a pool authorized to user
Request operator assistance on calls

Bind owned volumes together in a volume set

Cancel one's own requests

Deallocate an owned volume or drive

Load owned volumes into drives

SHOW or REPORT volumes allocated to user

SHOW or REPORT volumesin pool authorized to user
Unbind owned objects from a volume set

Unload volumes all ocated to user from adrive
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E.2.2 MDMS_OPERATOR Rights:

Table E-4 Operator Rights

MDMS Operator...

MDMS ALLOCATE ALL
MDMS ASSIST

MDMS BIND_ALL

MDMS CANCEL_ALL
MDMS CREATE_POOL
MDMS DEALLOCATE ALL
MDMS DELETE_POOL
MDMS INITIALIZE ALL
MDMS INVENTORY ALL
MDMS LOAD_ALL

MDMS MOVE_ALL

MDMS _SET_OWN

MDMS _SET_POOL

MDMS SHOW ALL

MDMS SHOW RIGHTS
MDMS UNBIND_ALL

MDMS_UNLOAD_ALL

Allows privilege to...

Allocate volumes or drives for any user
Request operator assistance on calls

Bind any volumes together in a volume set
Cancel any request

Create volumes in a pool authorized to user
Deallocate volumes for any user

Delete volumesin pool authorized to user
Initialize any volume

Perform inventory on any jukebox

Load any volumes including scratch volumes
Move any volume

SET (modify) volumes allocated to user

SET (modify) volumes in pool authorized to user
SHOW or REPORT any database object
Show rights with SHOW DOMAIN/FULL
Unbind any volumes

Unload any volumes or drives

SET DOMAI N
/ [NO| ABS_RI GHTS
| ADD

E.2.2.1 Domain Commands for Mapping Privileges

/ [ NO| APPLI CATI ON_RI GHTS[ =(ri ght [, .])]
/ [ NO| DEFAULT_RI GHTS[ =(ri ght[, .])]
/ [ NO| OPERATOR_RI GHTS[ =(ri ght[, .])]

| REMOVE
/ [ NO| SYSPRV

/ [ NO USER_RI GHTS[ =(ri ght[, .])]

Example E-1

SET DOMAI N / OPERATOR _RI GHTS=MDMS_SET_PROTECTED / ADD

This command adds the MDMS_SET PROTECTED right to the operator rights list.
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MDMS Files and Logical Names

The MDMS installation procedure installs files and defines logical names on your system. This
appendix lists the names of the filesinstalled and logical nhames that are added to the system log-
ical name -table. Section F.1 lists names of the filesinstalled and Section F.2 lists the logical
names that are added to the system logical namestable.

Note

They are automatically entered into these logical name tables whenever the system
rebootsor whenever the softwareisinvoked. The LNM$JOB table also contains logi-
cal namesthat aredefined when a user logsin to a system running MDM S software.

F.1 MDMS File Names

Table F-1 contains the names of al MDM Sfiles created on the system after MDMS V4.3 issuc-
cessfully installed.

Note
Some files may not beinstalled depending on the optionsyou select.

Table F-1 MDMS Installed Files

File Name File Name
SYSSHELP
MDMS.HLP MDMS043.RELEASE_NOTES
MDMS043.RELEASE_NOTES.PS
SYS$LIBRARY
MDMS$SHR.EXE
SYS$M ESSAGE
MDMS$M SG.EXE RDF$MSG.EXE
SYS$M ANAGER
MDMS$SY STARTUP.COM MDMS$SY STARTUPTEMPLATE
SYS$SHARE
MDMS$SHR.EXE MRD$RTL.EXE
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Table F-1 MDMS Installed Files

File Name File Name
SYS$STARTUP
MDMS$SHUTDOWN.COM MDMS$STARTURP.COM
MDMS$SUNINSTALL.COM
SYS$SYSTEM
MDMS$SERVER.EXE, MDMS$DCL.EXE
MDMS$CONVERT V3 TO V2EXE, MDMS$SERVER.EXE
MDMS$CONVERT V2 TO V3.EXE
SYS$TEST
MDMS$IVPCOM
MDM S$ROOT:[DATABASE]
MDMS$DOMAIN_DB.DAT MDMS$DRIVE_DB.DAT
MDMS$GROUP_DB.DAT MDMS$IJUKEBOX_DB.DAT
MDMSS$LOCATION_DB.DAT MDMS$SMAGAZINE_DB.DAT
MDMSS$SMEDIA_DB.DAT MDMS$NODE_DB.DAT
MDMS$POOL_DB.DAT MDMS$VOLUME _DB.DAT
MDM S$ROOT:[GUI.VM S
ALPDCLO01 071.A-DCX_AXPEXE ALPBASE02 071.A-DCX_AXPEXE
ALPACRTO08 071.A-DCX_AXPEXE ALPSYSA02 071.A-DCX_AXPEXE
ALPSYSB02 071.A-DCX_AXPEXE ALPTHREADS 03071.A-DCX_AXPEXE
DEC-AXPVMS-JAVA-V0101-6- DEC-AXPVMS-VMS712 PTHREADS-V0100--
1.PCSl_DCX_AXPEXE 4.PCSI-DCX_AXPEXE
MDMS.INI MDMS.ZIP
MDMS GUI_HELPHTML SYMANTEC.ZIP
MDM S$ROOT:[GUI.VMS.GRAPHICS]
CONFWIZ4.GIF CONFWIZ5.GIF
DOMAIN2.GIF DRIVE.GIF
GROUPGIF JUKEBOX.GIF
LOCATION.GIF MAGAZINE.GIF
MEDIATY PE.GIF NODE.GIF
POOL.GIF REQUESTS.GIF
SERVJUKE.GIF SPLASH.GIF
VOLROT.GIF VOLUME.GIF
MDMS$ROOT:[GUI.WINTEL]
JRE117WINTEL.EXE SETUPEXE
MDM S$ROOT:[PATCHES.ALPHA]
ALPY2K02_062.A ALPY2K02 062.CVRLET_TXT

MDM S$ROOT:[PATCHES.VAX]
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File Name

VAXLIBRO6_070.A
VAXLIBRO6_070.C
VAXLIBRO6_070.D
VAXLIBRO6_070.F

File Name

VAXLIBRO6_070.B
VAXLIBRO6_070.CVRLET_TXT
VAXLIBRO6_070.E
VAXLIBR06_070.G

MDMS$ROOT:[SYSTEM]

MDMS$ALL_OTHER_DB.FDL
MDMS$CONVERT_V2_TO_V3.COM
MDM S$CREATE_DB_FILES.COM
MDMS$START_GUI.COM

MDMS$CONVERT V3 TO_V2.COM
MDMS$COPY_DB_FILES.COM
MDMS$REPLACE_SLS LOADER.COM
MDMS$VOLUME_DB.FDL

MDMS$ROOT:[TTI_RDEV.ALPHA]

CONFIG_EXAMPLE.DAT
RDCDRIVER_AXP.OPT
RDCDRIVER_AXP70.0PT
RDCLIENT_STARTUP.COM
RDEV_AXP70.0LB
RDDEALLOCATE.COM
RDEV_CHECK_STATE.COM
RDEV_CONFIGURE.COM
RDEV_GATHER.COM
RDEV_RMT_SHUTDOWN.COM
RDEV_SERVER.COM
RDEV_UCXSTUB_AXP70.0LB
RDF_UCX_RSHD_STARTUP.COM
RDRMT_STARTUP.COM
RDSERVER_STARTUP.COM
RLINK_AXP.OPT
SHRLINK_AXP.OPT

RDALLOCATE.COM
RDCDRIVER_AXP61.0PT
RDCLIENT_SHUTDOWN.COM
RDCTL_EXE.OPT
RDEV_AXP61.0LB
RDEV_BUILD.COM
RDEV_CLIENT.COM
RDEV_COPYRIGHT.COM
RDEV_LOGICALS.COM
RDEV_RMT_STARTUPCOM
RDEV_UCXSTUB_AXP61.0LB
RDFREE.COM

RDLOG.COM
RDSERVER_SHUTDOWN.COM
RDSHOW.COM
RMTSRV_AXPOPT

MDMS$ROOT:[TTI_RDEV.VAX]

CONFIG_EXAMPLE.DAT
DRVRDEFS V62.STB
DRVRDEFS V62.STB
DRVRDEFS V62.STB
RDALLOCATE.COM
RDCDRIVER_V62.STB
RDCDRIVER_V62.STB
RDCDRIVER_V62.STB
RDCDRIVER_V62.STB
RDCLIENT_SHUTDOWN.COM
RDCLIENT_V62.EXE
RDCTL_EXE.OPT
RDEV_BUILD.COM
RDEV_CLIENT.COM
RDEV_CONTROL_SHR_V62.EXE
RDEV_GATHER.COM
RDEV_RMT_SHUTDOWN.COM
RDEV_SERVER.COM

RDEV_VAX.OLB
RDF_UCX_RSHD_STARTUP.COM
RDLOGCOM
RDRMT_STARTUP.COM
RDSERVER_STARTUP.COM
RDSHOW.COM
RMTSRV_V62.EXE

DRVRDEFS_V62.STB
DRVRDEFS_V62.STB
DRVRDEFS_V62.STB
DRVRDEFS_V62.STB
RDCDRIVER_V62.EXE
RDCDRIVER_V62.STB
RDCDRIVER_V62.STB
RDCDRIVER_V62.STB
RDCDRIVER_VAX.OPT
RDCLIENT_STARTURCOM
RDCONTROL_V62.EXE
RDDEALLOCATE.COM
RDEV_CHECK_STATE.COM
RDEV_CONFIGURE.COM
RDEV_COPYRIGHT.COM
RDEV_LOGICALS.COM
RDEV_RMT_STARTUP.COM
RDEV_UCXSTUB_VAX.OLB

SHRLINK_VAX.OPT
RDFREE.COM

RDLOG.COM
RDSERVER_SHUTDOWN.COM
RDSERVER_V62.EXE
RLINK_VAX.OPT
RMTSRV_VAX.OPT
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F.2 MDMS Logical Names

When the MDM S installation procedure is complete, logical names are entered into the system
logical name table and stored in the startup file, SY SSSTARTUP.MDM S$SY STARTUP.COM.
They are automatically entered into the system logical name table whenever the system reboots
or whenever MDM S is started with this command:

SYS$STARTUP: MDMS$STARTUP. COM

Table F-2 describes the logical names in the system table

Table F-2 MDMS Logical Names

Logical Name

MDMS$DATABASE_L OCATION
MDMS$DB

MDMS$DATABASE_SERVERS

MDMS$LOGFILE_LOCATION
MDMS$LOG

MDMS$LOGFILTER

MDMS$MAILBOX

MDMS$ROOT

Definition and Description

These logical names point to the location of the
MDMSS database files.

Thislogical name isacomma separated list of full node
names of potential database servers. When aserver starts
up, it usesthislogical to seeif it may be a database
server. If the server findsits node nameinthelist, it tries
to become the database server. If the server does not
find itself in thelist, it then knows that it is not a data-
base server but it then tries to communi cate with the
node in the list to find the database server. The name of
the node defines how the two server communicate with
each other.

This list of names must be DECnet, DECnet-Plus, or
TCP/IP node names.

They can beamix of different protocols or the same. For
example the node list could look like this:

NODE1,NODE2.SITE.INC.COM, -
INC:.SITE.NODE3

The above example shows that to communicate with:
* NODEL - use DECnet

» NODE2 - use DECnet-Plus
« NODE3-useTCP/IP

These logical names point to the location of the
MDMS log files.

Bitmask that defines the level of logging to be per-
formed by the MDM S$SERV ER process. |f not defined,
the default valueis 15, which turns on completion audit
logging of requests that change the database, and event
and serious error logging. See MDMS$SY STAR-
TURCOM for bitmask definitions.

Thislogical name is the name of the mailbox used by the
MDM S$SERVER process.

Thislogical hame points to the device and direc-
tory of the root for the MDM Sfiles.
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Logical Name

MDMS$SBT_TRACE_LEVEL

MDMS$STARTUP_QUEUE

MDMS$SUPPORT_PRE_V3

MDMS$SY STEM

Definition and Description

Thislogical nameis used by the System Backup to Tape
module. It controls what is written to the Oracle trace
filefor SBT.

Thislogica name should point to the
name of the batch queueto be used for
MDMS$STARTUP.COM.

Thislogica name enables or disables support of
SLS/MDMS V2.9x remote servers.

When thislogical is TRUE, an SLSMDMSV2.9x
client can communicate withan MDMS V3.0
server. If you do not have any SLSMDMS V2.9x
clients, define thislogical as FALSE.

Thislogical namepointstothelocationof MDM S
utilities.
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Sample Configuration of MDMS

This appendix shows a sample configuration of Media, Device and Management Services
(MDMS) including examples for the steps involved.

MDM S V4.3 comes with a file called MDM S$SY STEM:M DM SSCONFIGURE.COM that
can assist usersin configuring MDMS V4.3.

MDM SV4.3doesnot requireyou to define M DM S magazines. Doing so adds complexity to
your MDM S configuration. We encourage you to eliminate the use of MDM S magazine, if
they are not needed at your site.

G.1 Configuration Order

Configuration - which involves the creation or definition of MDM S objects, should take placein
the following order:

1. Location

2. Mediatype

3. Node

4. Jukebox

5. Drives

6. Pools

7. Volumes

Creating these objectsin the above order ensures that the following informati onal message, does
not appear:

%VDMS- | - UNDEFI NEDREFS, obj ect contai ns undefined referenced objects

Thismessage appearsif an attribute of the object isnot defined in the database. The object is cre-
ated even though the attribute is not defined. The sample configuration consists of the following:

*  Four nodes

SM THL - ACCOUN cl uster node
SM TH2 - ACCOUN cl uster node
SM TH3 - ACCOUN cl uster node
JONES - a client node
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e TL826 Jukebox with robot $1$DUAS560 and the following six drives:
$1$MUAS60
$1$MUAS61
$1$MUAS62
$1$MUAS63

$1$MUAS64
$1$MUIA565

The following examples illustrate each step in the order of configuration.
G.1.1 Configuration Step 1 Example - Defining Locations

Thisexampleliststhe MDM S commands to define an offsite and onsite location for this domain.

|
! create onsite | ocation
|

@ A B

$ MDMS CREATE LOCATI ON BLD1_COWMPUTER_ROOM -
/ DESCRI PTI ON="Bui | ding 1 Conput er Roont
$ MDMS SHOW LOCATI ON BLD1_COVPUTER _ROOM
Locati on: BLD1_COVPUTER ROOM
Description: Building 1 Conputer Room
Spaces:
I'n Location:
|
|
|

create offsite location

B A B

$ MDMS CREATE LOCATI ON ANDYS_STORAGE -
/ DESCRI PTI ON="Andy's O fsite Storage, corner of 5th and Main"
$ MDMS SHOW LOCATI ON ANDYS_STORAGE
Location: ANDYS_STORACE
Description: Andy's O fsite Storage, corner of 5th and Main
Spaces:
I'n Location:

G.1.2 Configuration Step 2 Example - Defining Media Type

This example shows the MDM S command to define the media type used in the TL 826.

|
$ ! create the nedia type
$ !
$ MDMS CREATE MEDI A_TYPE TK88K -
/ DESCRI PTI ON="Medi a type for volumes in TL826 with TK88 drives" -
/ COVPACTI ON ! volunes are witten in conpacti on node
$ MDMS SHOW MEDI A_TYPE TK88K
Medi a type: TK88K
Description: Media type for volumes in TL826 with TK88 drives
Density:
Conpaction: YES
Capacity: O
Length: O

G.1.3 Configuration Step 3 Example - Defining Domain Attributes

This example showsthe MDM S command to set the domain attributes. The reason this com-
mand is not run until after the locations and mediatype are defined, is because they are default
attributes for the domain object. Note that the deall ocation state (transition) is taken as the
default. All of the rights are taken as default aso.

$ !
$ ! set up defaults in the domain record
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$ !

$ MDMS SET DOWAIN -
/ DESCRI PTI ON="Sni t hs Accounti ng Donai n"

/ MEDI A_TYPE=TK88K -
/ OFFSI TE_LOCATI ON=ANDYS_STORAGE -
/ ONSI TE_LOCATI ON=BLD1_COVPUTER_ROOM -
/ PROTECTI ON=(S: RW O RW G RW W
$ MDMS SHOW DOMAI N/ FULL
Smi t hs Accounting Donmai n

Descri ption:

Mai | :

O fsite Location:
Onsite Location:
Def. Media Type:
Deal | ocate State:
Opcom Cl ass:
Priority:

Request | D:

Prot ecti on:

DB Server Node:
DB Server Date:
Max Scratch Ti me:
Scratch Ti ne:
Transition Tine:
Net wor k Ti meout :

ABS Ri ghts:
SYSPRI V Ri ghts:
Application Rights:

Default Rights:
Ri ght's:

Qper at or

User

Ri ght's:

SYSTEM

ANDYS_STCRAGE

BLD1_COVPUTER ROOM

TK88K

TRANSI TI ON

TAPES

1536

2576

S: RW O RW G RW W

SPI ELN

07- Jan- 2005 08: 18: 20

NONE

365 00: 00: 00
14 00: 00: 00

0 00: 02: 00

NO

YES

MDMVS_ASS| ST
MDMS_LOAD_SCRATCH
MDMS_ALLOCATE_OWN
MDMS_ALLOCATE_POOL
MDVS_BI ND_OWN
MDMS_CANCEL_OWN
MDMS_CREATE_POCL
VDMS_DEAL LOCATE_OWN
MDMS_DELETE_POCL
MDMVS_LOAD_OVN
MDMVS_MOVE_ OV
MDMVB_SET_OWN
MDMVS_SHON OV
MDMB_SHOW POOL
MDMS_UNBI ND_OWN
MDMS_UNLOAD_OWN

MDMS_ALLOCATE_ALL
MDMS_ASS| ST

MDMVS_BI ND_ALL
MDMS_CANCEL_ALL
MDMS_DEAL LOCATE_ALL
MDMVB_| NI TI ALI ZE_ALL
MDMVS_| NVENTORY_ALL
MDMS_LOAD_ALL
MDMS_MOVE_ALL
MDMS_SHOW ALL
MDMS_SHOW Rl GHTS
MDMS_UNBI ND_ALL
MDMS_UNLOAD_ALL
MDMS_CREATE_POCL
MDMB_DELETE_POCL
MDMB_SET_OVN
MDMS_SET_POOL
MDMVS_ASSI ST
MDMVS_ALLOCATE_OWN
MDMS_ALLOCATE_POOL
MDVS_BI ND_OWN
MDMS_CANCEL_OWN
MDMS_DEAL LOCATE_OWN
MDVS_LOAD_ OV
MDMVS_SHOW OV
MDMS_SHOW POOL
MDMS_UNBI ND_OWN
MDMS_UNLOAD_OWN

Sample Configuration of MDMS
G.1 Configuration Order

! domai n nane
default nedia type
default offsite location
default onsite |location
default protection for vol unes
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G.1.4 Configuration Step 4 Example - Defining MDMS Database Nodes

This example shows the MDM S commands for defining the three MDM S database nodes of the
cluster ACCOUN. Thiscluster is configured to use DECnet-PLUS.
Note that a node is defined using the DECnet node name as the name of the node.

* If the node has DECnet-PLUS installed, the DECnet Fullname attribute must be the DEC-
net-PLUS full name.

* If the node uses TCP/IP, the TCP/IP attribute should be defined.

» If you use the GUI, you must define the TCP/IP attribute and include TCPIP in the Trans-
ports attribute.

|
! creat e nodes
! dat abase node
MDMS CREATE NODE SM THL - ! DECnet node nane

/ DESCRI PTI ON=" ALPHA node on cl uster ACCOUN' -

| DATABASE_SERVER - ! this node is a database server
/ DECNET_FULLNAME=SM : . BLD. SM TH1 - ! DECnet - Pl us nane

/ LOCATI ON=BLD1_COVPUTER _ROOM -

/ TCPI P_FULLNAVE=SM TH1. SM . BLD. COM - !

$
$
$
$

TCP/ I P nane

$ MDMS SHOW NODE SM TH1
Node:

Descri ption:
DECnet Ful | name:
TCP/ 1 P Ful | nane:
Di sabl ed:

Dat abase Server:
Locati on:

Opcom Cl asses:

Transports:
$ MDMS CREATE NODE SM TH2 - !

SM TH1

ALPHA node on cluster ACCOUN

SM : . BLD. SM TH1

SM TH1. SM . BLD. COM 2501- 2510

NO

YES

BLD1_COVPUTER_ROOM

TAPES

DECNET, TCPI P

DECnet node nane

/ DESCRI PTI ON=" ALPHA node on cl uster ACCOUN' -

/ DATABASE_SERVER - !
/ DECNET_FULLNAME=SM : . BLD. SM TH2 - !

this node is a database server
DECnet - Pl us nane

/ LOCATI ON=BLD1_COMPUTER_ROOM -

/ TCPI P_FULLNAME=SM TH2. SM . BLD. COM - |
/ TRANSPORT=( DECNET, TCPI P) !

TCP/ I P nane

TCPI P used by JAVA GUI and JONES

$ MDMS SHOW NODE SM TH2
Node:

Descri ption:
DECnet Ful | name:
TCP/ 1 P Ful | nane:
Di sabl ed:

Dat abase Server:
Locati on:

Opcom Cl asses:
Transports:

$ MDMS CREATE NODE SM TH3 - !

SM TH2

ALPHA node on cluster ACCOUN

SM : . BLD. SM TH2

SM TH2. SM . BLD. COM 2501- 2510

NO

YES

BLD1_COVPUTER_ROOM

TAPES

DECNET, TCPI P

DECnet node nane

/ DESCRI PTI ON="VAX node on cl uster ACCOUN' -

| DATABASE_SERVER - !
/ DECNET_FULLNAME=SM : . BLD. SM TH3 - !

this node is a database server
DECnet - Pl us nane

/ LOCATI ON=BLD1_COMPUTER_ROOM -

/ TCPI P_FULLNAME=CROP. SM . BLD. COM - !
/ TRANSPORT=( DECNET, TCPI P) !

TCP/ I P nane

TCPI P used by JAVA GUI and JONES

$ MDMS SHOW NODE SM TH3

Node:

Descri ption:
DECnet Ful | name:
TCP/ 1 P Ful | nane:
Di sabl ed:

Dat abase Server:
Locati on:

Opcom Cl asses:
Transports:
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SM TH3

VAX node on cl uster ACCOUN
SM : . BLD. SM TH3

CROP. SM . BLD. COM 2501- 2510
NO

YES

BLD1_COVPUTER_ROOM

TAPES

DECNET, TCPI P
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G.1.5 Configuration Step 5 Example - Defining a Client Node

This example showsthe MDMS command for creating a client node. TCP/IP is the only trans-
port on this node.

|
! client node
! only has TCP/IP
MDMS CREATE NODE JONES -
/ DESCRI PTI ON="ALPHA cl i ent node, standal one" -
/ NODATABASE_SERVER - I not a database server
/ LOCATI ON=BLD1_COVPUTER_ROOM -
/ TCPI P_FULLNAME=JONES. SM . BLD. COM - | TCP/ | P nane
| TRANSPORT=( TCPI P) I TCPIP is used by JAVA cU
$ MDMS SHOW NODE JONES
Node: JONES
Description: ALPHA client node, standal one
DECnet Ful | nane:
TCP/ I P Ful | name: JONES. SM . BLD. COM 2501- 2510
Di sabl ed: NO
Dat abase Server: NO
Locati on: BLD1_COVPUTER ROOM
Opcom Cl asses: TAPES
Transports: TCPIP

$
$
$
$

G.1.6 Configuration Step 6 Example - Creating a Jukebox

This example showsthe MDM S command for creating a jukebox

$ !
$ ! create jukebox
$ !
$ MDMS CREATE JUKEBOX TL826_JUKE -
/ DESCRI PTI ON="TL826 Jukebox in Building 1" -
/ ACCESS=ALL - ! local + renmote for JONES
/ AUTOVATI C_REPLY - ! MDMS automatically replies to OPCOM requests
/ CONTROL=MRD - ! controled by MRD robot control
/ NODES=( SM TH1, SM TH2, SM TH3) - ! nodes the can control the robot
/ ROBOT=$1$DUA560 - I the robot device
/ SLOT_COUNT=176 1 176 slots in the library

$ MDMS SHOW JUKEBOX TL826_JUKE
Jukebox: TL826_JUKE
Description: TL826 Jukebox in Building 1
Nodes: SM TH1, SM TH2, SM TH3
G oups:
Locati on: BLD1_COVWPUTER ROOM
Di sabl ed: NO
Shared: NO
Auto Reply: YES
Access: ALL
State: AVAI LABLE
Control: MRD
Robot : $1$DUA560
Sl ot Count: 176
Usage: NOVAGAZI NE

G.1.7 Configuration Step 7 Example - Defining a Drive

This example shows the MDM S commands for creating the six drives for the jukebox.

This example is acommand procedure that uses a counter to create the six drives. In this exam-
pleitis easy to do this because of the drive name and device name. You may want to have the
drive name the same as the device name. For example:
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$ MDMB CREATE DRI VE $1$MUA560/ DEVI CE=$1$MJUA560
Thisworksfine if you do not have two devicesin your domain with the same name.

$ COUNT = COUNT + 1
$ |F COUNT .LT. 6 THEN GOTO DRI VE_LOOP
$DRI VE_LCOP:
$ MDMS CREATE DRI VE TL826_D1 -
/ DESCRI PTION="Drive 1 in the TL826 JUKEBOX" -

/ ACCESS=ALL - ! local + renote for JONES

/ AUTOVATI C_REPLY - ! MDMS automatically replies to OPCOM requests
/ DEVI CE=$1$MUA561 - | physical device

/DRIVE_NUMBER=1 - ! the drive number according to the robot

/ JUKEBOX=TL826_JUKE - ! jukebox the drives are in

/ MEDI A_TYPE=TK88K - ! nedia type to allocate drive and volume for

/ NODES=( SM TH1, SM TH2, SM TH3) ! nodes that have access to drive
$ MDMS SHOW DRI VE TL826_D1
Drive: TL826_D1
Description: Drive 1 in the TL826 JUKEBOX
Devi ce: $1$MUA561
Nodes: SM TH1, SM TH2, SM TH3
G oups:
Vol ure:
Di sabl ed: NO
Shared: NO
Avail abl e: NO
State: EMPTY
St acker: NO
Automatic Reply: YES
RW Medi a Types: TK88K
RO Medi a Types:
Access: ALL
Jukebox: TL826_JUKE
Drive Number: 1
Al l ocated: NO

$ MDMS CREATE DRI VE TL826_D5 -
/ DESCRI PTION="Drive 5 in the TL826 JUKEBOX" -

/ ACCESS=ALL - ! local + renmote for JONES

/ AUTOVATI C_REPLY - ! MDMS automatically replies to OPCOM requests
/ DEVI CE=$1$MJUA565 - | physical device

/DRIVE_NUMBER=5 - | the drive number according to the robot

/ JUKEBOX=TL826_JUKE - I jukebox the drives are in

/ MEDI A_TYPE=TK88K - ! nedia type to allocate drive and volume for

/ NODES=( SM TH1, SM TH2, SM TH3) ! nodes that have access to drive
$ MDMS SHOW DRI VE TL826_D5
Drive: TL826_D5
Description: Drive 5 in the TL826 JUKEBOX
Devi ce: $1$MJA565
Nodes: SM TH1, SM TH2, SM TH3
G oups:
Vol ure:
Di sabl ed: NO
Shared: NO
Avail abl e: NO
State: EMPTY
St acker: NO
Automatic Reply: YES
RW Medi a Types: TK88K
RO Medi a Types:
Access: ALL
Jukebox: TL826_JUKE
Drive Number: 5
Al l ocated: NO
$ COUNT = COUNT + 1
$ IF COUNT .LT. 6 THEN GOTO DRI VE_LOOP
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G.1.8 Configuration Step 8 Example - Defining Pools

This example showsthe MDM S commands to define two pools. ABS and HSM. The pools need
to have the authorized users defined.

create pools

|
|
!
mds del pool abs
MDMS CREATE POOL ABS -
/ DESCRI PTI ON="Pool for ABS' -
/ AUTHORI ZED=( SM THL: : ABS, SM TH2: : ABS, SM TH3: : ABS, JONES: : ABS)
$ MDMS SHOW POOL ABS
Pool : ABS
Description: Pool for ABS
Aut hori zed Users: SM THL: : ABS, SM TH2: : ABS, SM TH3: : ABS, JONES: : ABS
Default Users:
$ mdns del pool hsm
$ MDMS CREATE POOL HSM -
/ DESCRI PTI ON="Pool for HSM -
/ AUTHORI ZED=( SM THL: : HSMBSERVER, SM TH2: : HSMBSERVER, SM TH3: : HSMBSERVER)
$ MDMS SHOW POOL HSM
Pool : HSM
Description: Pool for HSM
Aut hori zed Users: SM TH1:: HSMBSERVER, SM TH2: : HSMBSERVER, SM TH3: : HSMBSERVER
Default Users:

B R B PR B

G.1.9 Configuration Step 9 Example - Defining Volumes using the /VISION
qualifier

This example shows the MDM S commands to define the 176 volumes in the TL 826 using the
/VISION quadlifier. The volumes have the BARCODES on them and have been placed in the
jukebox. Notice that the volumes are created in the UNINITIALIZED state. The last command
in the example initializes the volumes and changes the state to FREE.

create vol unes

the nmedia type, offsite |location, and onsite |ocation

!

!

!

! create 120 vol uneS for ABS

!

! val ues are taken fromthe DOVAI N obj ect
!

R e

MDM5 CREATE VOLUME -
/ DESCRI PTI ON=" Vol umes for ABS" -
/ JUKEBOX=TL826_JUKE -

/ POOL=ABS -
/ SLOTS=(0-119) -
/' VI SI ON
$ MDMS SHOW VOLUME BEBOOO
Vol unme: BEB00O
Description: Volunmes for ABS
Pl acement: ONSI TE BLD1_COVWPUTER_ROOM
Medi a Types: TK88K User nane:
Pool : ABS Owmner U C. NONE
Error Count: 0 Account :
Mount Count: 0 Job Nane:
State: UN N TI ALI ZED Magazi ne:
Avail State: UN N TIALI ZED Jukebox: TL826_JUKE
Previ ous Vol : Slot: O
Next Vol : Drive:
For mat : NONE O fsite Loc: ANDYS_STORAGE

Protection: S:RWO RWG RWW

O fsite Date:

NONE
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Purchase: 07-Jan-2005 08: 19: 00 Onsite Loc: BLD1_COVWPUTER ROOM
Creation: 07-Jan-2005 08:19: 00 Space:
Init: 07-Jan-2005 08:19: 00 Onsite Date: NONE
Al l ocati on: NONE Br and:
Scratch: NONE Last C eaned: 07-Jan-2005 08:19:00
Deal | ocati on: NONE Ti mes C eaned: 0
Trans Ti ne: 14 00: 00: 00 Rec Length: O
Freed: NONE Bl ock Factor: O
Last Access: NONE
$ !
$ ! create 56 volunmes for HSM
$ !
$ MDMS CREATE VOLUME -
/ DESCRI PTI ON=" Vol umres for HSM' -
/ JUKEBOX=TL826_JUKE -
/ POOL=HSM -
/ SLOTS=(120-175) -
/ VI SI ON
$ MDMS SHOW VOL BEB120
Vol unme: BEB120
Description: Vol umes for HSM
Pl acenment: ONSI TE BLD1_COVPUTER_ROOM
Medi a Types: TK88K User nane:
Pool : HSM Owmner U C. NONE
Error Count: 0 Account :
Mount Count: 0 Job Nane:
State: UN N TI ALI ZED Magazi ne:
Avail State: UN N TIALI ZED Jukebox: TL826_JUKE
Previ ous Vol : Slot: 120
Next Vol : Drive:
For mat : NONE O fsite Loc: ANDYS_STORAGE
Protection: S:RWO RWG RWW O fsite Date: NONE
Purchase: 07-Jan-2005 08:22: 16 Onsite Loc: BLD1_COVWPUTER ROOM
Creation: 07-Jan-2005 08:22:16 Space:

Init: 07-Jan-2005 08:22:16 Onsite Date: NONE

Al l ocati on: NONE Br and:
Scratch: NONE Last C eaned: 07-Jan-2005 08:22:16
Deal | ocati on: NONE Ti mes C eaned: 0
Trans Ti ne: 14 00: 00: 00 Rec Length: O
Freed: NONE Bl ock Factor: O
Last Access: NONE
$ !
$ ! initialize all of the vol unes
$ !
$ MDMS | NI TI ALI ZE VOLUME -
/| JUKEBOX=TL826_JUKE -
/ SLOTS=(0-175)
$ MDMS SHOW VOL BEBOOO
Vol unme: BEB00O
Description: Volumes for ABS
Pl acement: ONSI TE BLD1_COVPUTER_ROOM
Medi a Types: TK88K User nane:
Pool : ABS Owmer U C. NONE
Error Count: 0 Account :
Mount Count: 0 Job Nane:
State: FREE Magazi ne:
Avail State: FREE Jukebox: TL826_JUKE
Previ ous Vol : Slot: O
Next Vol : Drive:
For mat : NONE O fsite Loc: ANDYS_STORAGE

Protection: S:RWO RWG RWW O fsite Date: NONE

Purchase: 07-Jan-2005 08: 19: 00 Onsite Loc: BLD1_COVPUTER ROOM
Creation: 07-Jan-2005 08:19: 00 Space:
Init: 07-Jan-2005 08: 19: 00 Onsite Date: NONE
Al'l ocation: NONE Br and:
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Scratch: NONE Last C eaned: 07-Jan-2005 08:19:00
Deal | ocati on: NONE Times C eaned: 0
Trans Ti ne: 14 00: 00: 00 Rec Length: O
Freed: NONE Bl ock Factor: O

Last Access: NONE
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